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Preface

At its 26" meeting in Brest, France, in October 2010, the GEBCO Guiding Committee (GGC)
approved a proposal from its Technical Sub-Committee on Ocean Mapping (TSCOM) that they
prepare a publication to be called the "GEBCO Cook Book" to provide an educational resource
for a wide range of persons interested in preparing gridded datasets from bathymetric data.

This publication includes inputs from a wide range of individuals and organizations all of whom
are experts in their respective fields, as set out in more detail in the opening pages and in Chapter
1. Itis intended that this will be a living document that will be maintained on a continuous basis
as new or amended techniques and software become available. Future updates will be prepared
by the Chief Editor under the direction of TSCOM and endorsed by the GGC. Dr. Karen Marks
of NOAA has acted as the Chief Editor on behalf of TSCOM for the preparation of the initial
text.

The initial text was endorsed by the GGC at its 28" meeting in San Diego, USA, in October
2011, adopted by the IHO as announced in CL 47/2012 in May 2012, and approved by the IOC
Executive Council in October 2012.

The IHO-1OC GEBCO Cook Book, IHO Publication B-11, is available for free download via
links from the GEBCO web site (http://www.gebco.net) and the IHO Publication download web
page http://www.iho.int/iho_pubs/IHO Download.htm. This publication is also available as 10C
Manuals and Guides, 63 on the IOC website http://www.ioc-unesco.org/documents.
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Chapter 1.0 Introduction

GEBCO, the General Bathymetric Chart of the Oceans, is a joint project of the International
Hydrographic Organization (IHO) and the Intergovernmental Oceanographic Commission (I0C)
bringing together an international group of experts whose aim is to provide the most authoritative
publicly available bathymetry of the world's oceans, for scientific and educational use. GEBCO
welcomes and encourages new contributions of data and expertise from all over the world.

One of GEBCO's products is a global gridded bathymetry data set. This grid contains depth
(and, on land, elevation) estimates on a 30 arc-second mesh, which near the equator is about a
one-kilometer spacing. Over the oceans, seafloor depths are from ship soundings, and where
there are no soundings depths are interpolated, using estimates from satellite altimetry as a guide.
The global bathymetry grid is periodically updated by incorporating additional bathymetric
survey data, new compilations, and improved data. With this document, the "GEBCO Cook
Book," we hope to enable more people to contribute data and gridded compilations to GEBCO.

The Cook Book contains chapters that span basic to advanced topics. These have been written
by expert GEBCO contributors from more than a dozen international research organizations,
universities, governments, and companies. The Cook Book is a "living document” that will be
continually updated and expanded as new contributions are received, and as the GEBCO
community's sense of best practices evolves. The Cook Book is available for free download
from the GEBCO website (http://www.gebco.net).

Approach

The Cook Book is composed of three main sections- "Gridding Examples,” "Fundamentals,” and
"Advanced Topics."
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Cookbook Sections

Gridding Examples Fundamentals Advanced Topics
Ch. 2: Creating a Grid from Ch. 3: Gathering Software Ch. 9: Uncertainty
XYZ Data

Ch. 4: Software Overview
Ch. 5: Gathering Data
Ch. 6: Data Cleaning

Ch. 7: Metadata
Documentation

Ch. 8: Gridding Data

We start with gridding examples so that beginning users desiring to straightaway produce a grid
from xyz data can do so by delving into the first section. We make available an example xyz
data set through Internet download and also show an alternate method to obtain it through the
National Geophysical Data Center (NGDC) website. A brief overview of gridding software
packages, some of which are freely available for download from the Internet, is provided.
Illustrated step-by-step instructions that include command lines to process and grid xyz data
using the various software packages are listed. The command lines can be cut-and-paste onto the
user's computer and, along with the example xyz data, the user can reproduce the results shown
in the Cook Book and then apply the same technique to their own data. The results are displayed
in maps and plots that can be reproduced with the given command lines as well. This step-by-
step approach also allows us to encourage users, once they are familiar with running the example
command lines and producing grids and maps, to try changing the command options so that they
can see for themselves how the changes affect the final result.

The second section, "Fundamentals,” gives a more in-depth look at topics related to preparing,
processing, and gridding xyz data. An overview of various gridding software packages,
including ArcGIS, CARIS HIPS, Generic Mapping Tools (GMT), r2v, Surfer, and Global
Mapper, is included. Also covered are the topics of data cleaning, assessing data quality,
validation, metadata documentation, and discussion on the various gridding techniques.

The third section, "Advanced Topics," contains discussions that more experienced users may
find useful. Uncertainties are covered in detail- its sources, and methods of measurement
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including Monte Carlo and Network techniques, windowed regression, error growth models, and
more. Methods of sharing uncertainty results in the form of ASCII, netCDF, and "BAG" files is
included.

Lastly, three Annexes are provided. Annex on Additional Resources enables the user to find
more information and includes a list of websites from institutions and organizations that make
multibeam data available for public Internet download. An Annex containing a Glossary as well
as an Annex with Acronyms and Abbreviations are also provided.

We note that the IHO, 10C, GEBCO, and the contributing authors and institutions do not endorse
or promote any particular software package or software provider. The information in this
document is provided to benefit the user in good faith but the accuracy and completeness cannot
be guaranteed.
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GRIDDING EXAMPLES

Chapter 2.0 Creating a Grid from XYZ Data

This chapter provides step-by-step instructions that will show a user how to process and grid xyz
data. An example data set is made available so the user can follow along on their own computer.

2.1 Gridding XYZ Data with Generic Mapping Tools (GMT)
Contributed by K. M. Marks, NOAA Laboratory for Satellite Altimetry, USA
Updated by Karolina Chorzewska, University of New Hampshire, USA

2.1.1 Downloading Example Data Set

In this section we demonstrate how to create a grid from xyz bathymetry data. The data set used
in this demonstration is available for download from
ftp://ibis.grdl.noaa.gov/pub/karen/outgoing/ngdc.topo.xyz

These data may also be downloaded directly from the NOAA National Geophysical Data Center
(NGDC) website as follows. First, access the GEODAS (GEOphysical DAta System) webpage
at http://www.ngdc.noaa.gov/mgg/gdas/, which is shown in Fig. 2.1.

) NATIONAL GEOPHYSICAL
L) DATA CENTER SEARCH NGDC

NOAA > NESDIS > NGDC > MGG > marine geophysics privacy polic

wailly GEODAS Search and Data Retrieval Systems

NGDC's GEOphysical DAta System (GEODAS) allows On-line Searches and data Retrieval of several of
NGDC's geophysical databases, including Marine Trackline Geophysics Data, Aeromagnetic Survey Data, the
NOS Hydroaraphic Surveys database, US Coastal Relief Model Grids, Great Lakes Bathymetry Grids and
ETOPO1 Global Relief Grids

GEODAS Data Systems

+ Marine Trackline Geophysics ArcGIS Map System

+ NOS Hydrographic Surveys ArcGIS Map System

+ Aeromagnetic Surveys

+ Grid Translator Design-a-Grid

NOAA > NESDIS > NGDC > MGGD > Marine Geolo

NGDC Home | Contacts | Data | Disclaimers | Education | News | Privacy Policy | Site Map

Figure 2.1 NOAA National Geophysical Data Center (NGDC) GEODAS website

Select "Marine Trackline Geophysics ArcGIS Map System” to reach the Geophysical Survey
Data web page (see Fig. 2.2 below).
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INOAA > NESDIS > NGDC >
: 3

NATIONAL GEOPHYSICAL
N DATA CENTER

Switch to Arctic View * Switch to Antarctic View

Position: 85.957, 50402

ST

AT

Geophysical Survey Data

National Geophysical Data Center

Privacy Policy|

Figure 2.2 Geophysical Survey Data web page.

Layers

Marine Surveys:

] All Parameters (5682 surveys)

Bathymetry (5137 surveys)

| | Gravity (1994 surveys)

[] Magnetics (2869 surveys)

D Multi-Channel Seismics (93
surveys)

D Seismic Refraction (53 surveys)
Shot-Point Navigation (251
surveys)

|| side Scan Sonar (46 surveys)

D Single Channel Seismics (1356
surveys)

D Subbottom Profile (452 surveys)

E".v Find Marine Surveys |

Airborne Surveys:
D Aeromagnetics (104 surveys)

B Find Airborne Surveys

}baéar Seléctlon\

Legend

More Information

Help

Check “Bathymetry” in the “Layers” window on the right side of the screen (Fig. 2.2). Click the

XY icon (“ldentify with Coordinates”) in the top-left corner of the map (also Fig. 2.2). It will

open a “Specify an Area of Interest” window (see Fig 2.3 below). Our data set ranges from 15 to
20 N latitude, and from 150 to 154 E longitude. The user should enter these geographic

coordinates into the corresponding boxes, and then press “OK.”

<7 NATIONAL GEOPHYSICAL
ad DATA CENTER

A e -
Switch to Arctic View = Switch to Anta
Position; 128,145, 57.232

NOAA > NESDIS > NGDC > Maps > Geophysical
r— = —— E

=
retic View [N

Geophysical Survey Data

Privacy Policy]

-

Specify an Area of Interest

North: 20

West: [150 | East: 154

South: \is

Latrude: -85 1o 85;

Longiuge: - 160 to 160

{sigrea secmal cegrees)

v

Al TARTTICS

Layers

Marine Surveys:

["] All Parameters (5682 surveys)
|+/] Bathymetry (5137 surveys)

| Gravity (1994 surveys)

| Magnetics (2869 surveys)

| Multi-Channel Seismics (83
surveys)

Seismic Refraction (99 surveys)
| Shot-Point Navigation (251

! surveys)

| Side Scan Sonar (46 surveys)

| Single Channel Seismics (1356
~ surveys)
| Subbottom Profile (452 surveys)

B Find Marine Surveys

Airborne Surveys:
|| Aeromagnetics (104 surveys)
&% Find Airborne Surveys

£7 Clear Selection

Legend
More Information

Help

Figure 2.3 Geographic boundaries selection window.
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The specified area’s boundary is now shown on the map and available surveys are listed in the
“ldentified Features” window (see Fig. 2.4 below).

@\' NATIONAL GEOPHYSICAL Geophysical Survey Data
i

!U NOAA DATA CENTER ; il National Geophysical Data Center
SDIS > NGDC > Maps > Geophysical Survey Data

Privacy Policy

Select Basemap ~ More... v | Layers

Marine Surveys:

[ ] All Parameters (5682 surveys)
[+ Bathymetry (5137 surveys)
[] Gravity (1994 surveys)

D Magnetics (2869 surveys)

Multi-Channel Seismics (93
surveys)

[] seismic Refraction (99 surveys)

Shot-Point Navigation (251
surveys)

[] side Scan Sonar (46 surveys)

D Single Channel Seismics (1356
surveys)

[ ] subbottom Profile (452 surveys)
B Find Marine Surveys

Airborne Surveys:
["] Aeromagnetics (104 surveys)
E"} Find Airborne Surveys

|7 Clear Selection

Legend

VoS _— More Information
Position: 161.386,20220  ==""_-="" \ / = Help

Figure 2.4 Search results image.

Select “Get Marine Data.” The results of the search are displayed (see Fig. 2.5 below). Select
“Download MGD77-type Data.”
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Search Criteria:

SEARCH LIMITS:
20.000

SURVEYED PARAMETERS:
Bathymetric Seundings

150.000 154.000

NOAA >NESDIS >NGDC >Marine Geology & Geophysics >Geophysics
3 NATIONAL GEOPHYSICAL
) DATA CENTER

-& Search Results Listing 2013/06/03

Search Key: GD190646

Trackline Geophysical Data Summary

pefense Mapping Agency

source  NGDC-Id  Nav Bath Mag Grav SC Seis MC Seis Sub-Bot Shot-Pt

10075 35320002 digital digital data plot

27474 35320001 digital digital data plot
France IFREMER

Source  NGDC-Id Nav Bath Mag Grav SC Seis MC Seis Sub-Bot Shot-Pt

85002211 67010148 digital digital digital data plot
Hawaii, U of

Source NGDC=Id Nav Bath Mag Grav SC Seis MC Seis Sub=Bot Shot=Pt

76010301 08010077 ana+tdig digital analog analog analog data plot

76010302 08010033 ana+dig digital anatdig anatdig analocg analog data plot

77031703 08010067 ana+dig digital ana+dig ana+dig analog analog data plot

81062603 08010081 ana+dig digital digital digital analog analog data plot

81062604 08010061 ana+dig ana+dig digital digital analog analog data plot

MWE805 08020050 ana+dig digital digital digital analocg analog data plot
Japan Hydrographic Dept

source  NGDC-Id  Nav Bath Mag Grav SC Seis MC Seis Sub-Bot Shot-Pt

HS02T563 J1020060 digital digital digital digital data plot

HTO0T521 J1010134 digital digital digital digital data plot

HT02T562 J1010139 digital digital digital digital data plot

privacy poli
Marine Trackline
Data

Download MGD77-type Data

Figure 2.5 Portion of Search Results web page.

The desired format of the downloaded data can be designated next (see Fig. 2.6 below). For our

data set, select "Single File of All Survey Data in Area," "Space Delimited XYZ Format," and
select Longitude, Latitude, and Corrected Depths (meters) in the box. Then press the "Process

Digital MGD77T-type Data™ button.

NOAA > NESDIS > NGDC > Marine Geology & Geophysics > Geophysics

Rer) NATIONAL GEOPHYSICAL
U DATA CENTER

sl Process MGD77T-type Digital Data for Download @help

Reset | | Process Digital MGD77T-type Data | Skip This |

1 Download File-saving Options (=) Single File of All Survey Data in Area
() Multiple Survey Files, Data in Search Area
() Multiple Survey Files, Complete Surveys

Longitude
Latitude

(choose z field)
Uncorrected Depth (meters)
Corrected Depth (meters)
Mag Total Field (gammas)
Mag Res. Field (gammas)
Grav Observed (mgals)
Grav Free Air (mgals)

1 Format of Output Data

(_JMGD?7T Tab-Delimited Format
(_)Legacy MGD?7 ASCII Exchange Format
(*) Space Delimited XYZ Format

Download Only R: ds containing sel d Par

ALL PARAMETERS
Bath 2-Way Travel Time
Bath Corrected Depth
Mag Total Field

Mag Total Field 2

Mag Residual Field
Grav Observed

Grav Free Alr

Seis Shot Pt Num

[ ]Use legacy NGDC Numbers for survey file names

privacy polic

Marine Geophysical Data
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Figure 2.6 Download Format web page.

A web page notifying the user that the data have been processed and are available for retrieval
comes up next (see Fig. 2.7 below). Press the "Compress and Retrieve Your Data" button. The
GEODAS system has assigned the arbitrary name "GD190646" to the data set.

NOAA >NESDIS >NGDC >Marine Gealogy & Geophysics >Geophysics privacy policy

& NOAA NATIONAL GEOPHYSICAL Marine Trackline €%

N DATA CENTER ne 4C)

u Data _
silllly GD 190646 Data Processed! Compress and Retrieve @help

Space delimited XYZ Format: lat, lon, corrected depth in meters
Processing only records containing:

Bathymetry Corrected Depth
Output Single File with all Survey Data

Process for Download Progress

Ll l l l l l l l l l l l l l l l l l 43 Surveys Processed for Download

Open log file te view download details and diagnostics.

Compress and Retrieve Your Data |

| Include GEODAS-NG Windows Software for Downloads Ver 1.0.2 (Emh)d

| Include GSHHG Geography/Shorelines (158mb)(d
[] Include GEODAS Coastlines (24mb) 4

disclaimers

Website of the US Dept of Commerce/NOAA/NESDIS/NGDC, last update Jan 10, 2006
Questions: trackline.info@noaa.qov

Figure 2.7 Compress and Retrieve data web page.

The next web page provides information about retrieving the data (see Fig. 2.8 below). Push the
"Retrieve" button to download the data set. If the download file size is particularly large, select
"Retrieve Compressed File" next to the retrieve button to reduce the size of the download file.
The data file is then downloaded onto the user's computer.

NOAA >NESDIS >NGDC >Marine Geology & Geophysics >Geophysics privacy policy
@ NATIONAL GEOPHYSICAL Marine Trackline €%
L) DATA CENTER o rackin gl
waillly Retrieve Data for Key GD190646

Compressed data saved as file GD190646.zip.To Retrieve your compressed data simply click on the Retrieve Button below and save the file to your computer. (If you do not see a Save Dialog, you
can click Retrieve Button with your right (secondary) mouse button.) Uncompress the file and see files readme.txt and help.htm for further information.

Retrieve u-b‘

Retrieve Compressed File

If you wish to wait and retrieve the data later, go to folder www.ngdc.noaa.gov/magg/tmp/1/gtrk/ and boockmark that page. Your file GD190646.zip will be available for 24 hours

Once you have successfully retrieved your data files to your computer, you can remove them from the NGDC Server by clicking the button below. This will free up space for other jobs.

Delete files from Server

disclaimers

Website of the US Dept of Commerce/NOAA/NESDIS/NGDC, last update Nov 8, 2012
Questions: trackline.info@noas.qov

Figure 2.8 Retrieve download.
The data are downloaded (or uncompressed) as a directory (e.g., geodas_ GD190646) on the

user’s computer. Within the directory are documents, readme information, and the data file
(GD190646.xyz). We chose to rename the xyz data set "ngdc.topo.xyz."
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2.1.2 Generic Mapping Tools (GMT)

GMT (Generic Mapping Tools) (Wessel and Smith, 1998) is a collection of open source
mathematical and mapping routines for use on gridded data sets, data series, and arbitrarily
located data. The GMT package is available for download from the University of Hawaii
website (http://gmt.soest.hawaii.edu/) (see Fig. 2.9). We utilized GMT routines for our gridding
and mapping examples shown in this section. Actual GMT command lines are provided in the
discussions that follow.

IRIEGENERIC MAPPING TOOLS

s "\i

What is GMT?

GMT is an open source collection of ~65 tools for manipulating geographic and Cartesian data sets (including filtering, trend fitting, gridding,
projecting, etc.) and producing Encapsulated PostScript File (EPS) illustrations ranging from simple x-y plots via contour maps to artificially
illuminated surfaces and 3-D perspective views; the GMT supplements add another ~70 more specialized tools. GMT supports over 30 map
projections and transformations and comes with support data such as GSHHS coastlines, rivers, and political boundaries. GMT is developed
and maintained by Paul Wessel and Walter H. F. Smith with help from a global set of volunteers, and is supported by the National Science
Foundation. It is released under the GNU General Public License.

Current version is 4.5.7, Released July 15, 2011. Consider visiting the GMT 5 site.

pocs
MAILINGLISTSH .
REGISTRATION]
MIRRORS 1
RESOURCESH 3
BUGS .
ARRRGHHI'
RELEASEST A
GMT Pages maintained by: o
Paul Wessel -60" S—— .
-120° 607 0 607 1207 1807
Last updated:
Oct9,2011 GMT is used all over the world. Each yellow dot represent a 15x15 arc minute block with one or more registered usem nr institutions. So far, over 2100 such

blocks have been registered, representing more than 25,000 individual GMT users. To add your dot, fill out the

—— F
S’

Visit SOEST home page

Happs Birtiiday

GMT celebrated its 20th anniversary on Oct 7, 2011. The event was marked by a seminar at the University of Hawaii where Paul Wessel gave
a talk on the origin, use, capabilities, and future of GMT. For a 540p video podcast of the presentation [47 minutes; 247 Mb], visit iTunes
University or download the MP4 video directly from here.

P> SCHOOL OF OCEAN AND EARTH SCIENCE AND TECHNOLOGY

Figure 2.9 University of Hawaii website for GMT.

2.1.3 Plotting Data with GMT

It is desirable to plot the xyz data on a map to see the locations of the points. The xyz data may
be plotted on a map using Generic Mapping Tools (GMT).
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Figure 2.10 Map of XYZ point locations.

Figure 2.10 (above) was produced with the following GMT commands:

psbasemap -R150/154/15/20 —Im0.5 -Ba2f1:."XYZ Points":WeSn -K > Fig.2.10.ps
psxy ngdc.topo.xyz -R -Jm -Sp -O >> Fig.2.10.ps

It is useful to note the distribution of the data points. In the center of the map there are few ship
tracks, leaving large areas with no bathymetry measurements. In the northeastern corner, there is
systematic survey coverage.

2.1.4 Gridding XYZ Data with GMT

It is possible to create a grid from the randomly located xyz data points. GMT routine "surface"
is an adjustable tension continuous curvature gridding algorithm that can be used to grid the xyz
data. We input the xyz data into "surface,” setting the tension factor to 0.25 (surface tension set
to "0" gives the minimum curvature solution, and set to 1" gives a harmonic surface where
maxima and minima are only possible at control points). Figure 2.11 (below) shows the
resulting grid.
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Grid from XYZ Points

-6000 -3000 0
Depth, m

Figure 2.11 Grid of XYZ data points, using GMT “surface” with tension set to 0.25.
The GMT commands used to produce the gridding solution and plot it in Fig. 2.11 follow.

surface ngdc.topo.xyz -R150/154/15/20 -I11m -T0.25 -Gngdc.topo_grd

grdgradient ngdc.topo_grd -A0 -Ne0.2 -Ggrad_grd

grdimage ngdc.topo_grd -Igrad_grd -Ctopo.cpt -Jm0.5 -K>Fig.2.11.ps

pscoast -G175 -R150/154/15/20 -Jm0.5 -W2 -Df -Ba2f1:."Grid from XYZ Points":WeSn
-K -O>>Fig.2.11.ps

grdcontour ngdc.topo_grd -R -Jm -C1000 -W1 -K -O>>Fig.2.11.ps

psscale -D1/-.5/2/.125h -Ctopo.cpt -Ba3000g1000:"Depth, m": -I -N300 -O >>Fig.2.11.ps

The color palette table (topo.cpt) is:

-7000 300 .350000 .85 -6500 275.625 .350000 .85
-6500 275.625 .300000 .90 -6000 250.3125 .300000 .90
-6000 250.3125 .300000.90 -5500 225 .300000 .90
-5500 225 .300000 .90 -5000 199.6875 .300000 .90
-5000 199.6875 .300000.90 -4500 175.3125 .300000 .95
-4500 175.3125 .300000.95 -4000 150 .350000 .95
-4000 150 .350000 .95 -3500 125.625 .350000 .95
-3500 125.625 .350000 .95 -3000 99.375 .350000 .95
-3000 99.375 .350000 .95 -2500 75 .350000 .95
-2500 75 .350000 .95 -2000 50.625 .350000 .95
-2000 50.625 .350000 .95 -1500 25.3125 .350000 .95
-1500 25.3125 .350000 .95 -500 10 .250000 .85
-500 10 .200000.85 O 10 .150000 .80
B 300 .350000 1

F 0 0.00000 1.0

The color palette file above specifies the depth ranges (in meters) over which colors are assigned
by the HSV (Hue, Saturation, Value) color system. The color palette file is entered into GMT
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routine “grdimage” above via the “-C” command line argument. Online GMT documentation
(http://gmt.soest.hawaii.edu) provides details about color palette files and various color systems.

There are other algorithms that can be used to grid the xyz data points, and each will produce a
different solution; the differences are most evident in areas where there are large gaps between
measurements. Changing the tension parameter in GMT "surface™ will also produce a different
solution. "Nearneighbor" uses a nearest neighbor algorithm to assign an average value within a
radius centered on a node. "Triangulate™ performs optimal Delaunay triangulation. We show the
results of GMT "surface," "nearneighbor," and "triangulate” gridding algorithms below.

Surface w/T0 Surface w/T1
20° . o : - T—— ]
N T ‘ ‘m%qmum
AT f N/ XS -\ AN _’5"':.
18°
16° : Ve
- T
150° 152°
-6000 -3000 0 -6000 -3000 0

Depth, m Depth, m
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Nearest Neighbor Triangulate

-6000 -3000 0 -6000 -3000 0
Depth, m Depth, m

Figure 2.12 Results of gridding XYZ data (black dots) with GMT gridding routines “surface” with tension
set to O (top left) and set to 1 (top right), “nearneighbor” (bottom left), and “triangulate” (bottom right).

The command lines used for the corresponding GMT gridding routines follow. The commands
to plot the figures are the same as listed for Fig. 2.11, and the color palette file is the same.

surface ngdc.topo.xyz -R150/154/15/20 -I1m -TO -Gngdc.topo_grd

surface ngdc.topo.xyz -R150/154/15/20 -I1m -T1 -Gngdc.topo_grd

nearneighbor ngdc.topo.xyz -R150/154/15/20 -N4/1 -S100k -I1m -Gngdc.topo_grd
triangulate ngdc.topo.xyz -R150/154/15/20 -11m -Gngdc.topo_grd > junk

Each gridding algorithm produces a very different result because each one uses a different
method of interpolating depth estimates in the gaps between data points. Where the gaps are
large, areas of shallower seafloor (orange-yellow colored anomalies) appear to follow the ship
tracks. This is because ships collect depth measurements along one-dimensional tracks without
detecting seafloor away from the track. Seafloor can be mapped in two dimensions when the
survey coverage is adequate (for example, in the northeast corner of the study area).

Bathymetry models that estimate depths from a combination of ship measurements and depths

derived from satellite gravity can also map the seafloor in two dimensions. Fig. 2.13 below
shows the Smith and Sandwell (1997) bathymetry model (version 13.1) over our study area.
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Satellite Bathymetry

-6000 -3000 0
Depth, m

Figure 2.13 Grid of estimated depths from altimetric bathymetry model, black dots are ship controls used in
model.

It is important to note that some bathymetry anomalies lie in gaps between ship controls (black
dots), and are also mapped away from the ship tracks. Because bathymetry models incorporate
depths estimated from satellite gravity and the satellite tracks have ~4 km uniform spacing over
the oceans, bathymetry anomalies are accurately mapped in two dimensions. Grids created only
from xyz data containing large gaps may not accurately map the seafloor located between the
ship tracks.

In our experience, GMT "surface" with a tension set to 0.25 produces a nice-looking bathymetry
grid.

2.1.5 What does a Bad Track in a Grid look like?

Gridding algorithms simply ingest the xyz data supplied, and produce a grid. If the xyz data
contain errors, they may be visible in the resulting grid. A common problem is a "bad track,"
where the ship data along a track are poor, which can result from a variety of reasons. To
demonstrate what a "bad track” in a grid looks like, we added 2000 m to the depths of track
01010060 (NGDC ID number) and combined it with the example xyz data set and gridded it
using routine GMT "surface" (see Fig. 2.14).
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Grid from XYZ Points Grid with Bad Track

Depth, m Depth, m

Figure 2.14 Grid of XYZ data points (left), and grid of same XYZ data points with “bad track” included
(right).

In the right panel of Fig. 2.14, the bad track stands out as a line of local shallow seafloor
anomalies. Contours adjacent to the line are contorted and jagged. Sometimes a bad track or

other data with errors can be easy to find as in this demonstration, but they can also be subtle.

is important to use data that are as clean and free of errors as possible.

It
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2.2  Gridding XYZ Data with ArcMap

Contributed by Anastasia Abramova, Geological Institute Russian Academy of Sciences, Russia
Updated by Karolina Chorzewska, University of New Hampshire, USA

Here we present step by step example on how to open .xyz space delimited column data in
ArcMap and to interpolate data points into a grid of appropriate resolution. As an example
ngdc.topo.xyz file (See Section 2.1.1) in geographic coordinate system is used. We would like to
create a grid in UTM projection with appropriate cell resolution using Inverse Distance
Weighting Interpolation algorithm. The procedure of reprojecting the data, assessing the data
density to choose suitable grid size is described. Tools available in ArcMap in order to select
optimal interpolation parameters and to compare resultant surface with original data points are
discussed. In order to be able to carry out above noted you will need to have Spatial Analyst and
Geostatistical Analyst extensions.

2.2.1 Importing XYZ file in ArcMap
In order to open ngdc.topo.xyz file in Arc, you need to modify it: text file needs to have header,

data should be comma separated and file name should not have spaces in it.

In order to modify ngdc.topo.xyz text file, import it into MS Excel:

® F||e>open Text Import Wizard - Step 1of 3 @
ngdctopo XyZ The Text Wizard has determined that your data is Fixed ‘Width,
If this is carrect, choose Mext, or choose the data type that best describes vour data,

Original data type

L] Se I ect Del i mited' preSS Choose the File type that best describes vour data:

N t @) Delimited - Characters such as commas or tabs separate each field,
ex Fixzed width - Fields are aligned in columns with spaces between each field.

Start import at rowe: |1 = File grigin: 437 : OEM Urited States IZ|

Prewiew of file E:\WORK_spacelcookbookigridding_in_ArcZ\ngdc. topo.xwvz.

10E0.E0E36 15 00054 -E941.
L0.E0257 1500130 -E5943.
EO.511E7 1E5_00207 -5932.

L0.E1414 1E5_00272 -L5933.
EO0.5167Z2 15.00249 -5932.
4 [ 2

ooooo

Cancel | Next > || Einish
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Text Irmport Wizard - Step 2 of 3

e =)

This screen lets vou sek the delimiters wour data contains. You can see how wour text is affected in the preview

below,

Delimiters
| Tab

Semicolon

comma

/| Space
Other:

Daka preview

| Treat consecutive delimiters as one

Text gualifier:

-]

Lo.
Lo.
Lo.
Eo.
Eo.

Losz2e
Logasw
L£11E7
Eldld
El&72

oA n N

-0o0E4
-oo1zo

00z07

.ooz7e
.003245

£941.
L9432,
L9332,
L5933,
L5933,

ooooo

Insert header row, type header name for each

column (no spaces!)

=
R

a

AarA maas

A Aaoaa

e

Cancel | | < Back | | Mexk = | | Einish
Clipboard (] Fant
c1 » (0 %« | Depth|

iy B C (]
1 Longitude Latitude |Depth !
2 150.5064 1500054 -5941
3 150,509 15,0013 -5943
4 1 150.5116 15.00207 -5933
5 | 150.5141 15.0027a -5933
£ | 150.5167 15.00349 -5933
7 150,5193 150042 -5935
g | 150.,5218 1500452 -5941
9 150.5244 1500562 -5934
150,527 15.00633 -5931
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Make sure that the cells that contain

(%: =TT D
Home Insert Page Layout Formulas Data Review View

Acrobat

H =K Calibri -u AN [ = =lRr] | Siwepte General *:l i
b f d N b — & N £5) 1
B3¢
numbers are formatted as Numbersin e 07T ST e G s e s
MS Excel Clipboard o} Font o} Alignment (£ Number (£
| a2 - x| 150.50636
A B c D 3 F G H | 1 K L
. 1 Long Lat Depth
File> Save as ngdc_topo.dbf (*.dbf) T [ pe—— ==
. — 3| 15050897  15.0013 -5943
(Or * XIS Wl” Work too) 4 150.51157  15.00207 -5933 Number | Alignment | Font | Border | il | Protection
' 5| 15051414 1500078 -5933 Catesery:
6| 15051672 15.00349 -5933 Gereral 7] Sample
7 150.51927 15.0042 -5935| y 150.50636
- ] 8| 15050184 1500092 -5941 Accounting ; '
Close file In MS Excel! (Arc doesn’t B o sose il ]| s 8
T 10| 15052699 15.00633 _5931 Percentage Use 1000 Separator ()
want to Open it If itis Opened 11| 15052969 1500701 -5936) Fracten EV"E'S‘
12| 15053239 15.0077 -5933 et 123443210
somewhere else) | sosse wooss e ||| E= (st
14| 15053779 15.00907 -5937]
15| 15054049  15.00975 -5934
16| 1505832 1501003 -5936
17| 1505459 1501112 -5938
18| 1505488  15.0118 -5934 <
L EUSEE  E0RD ==L Number is used for general display of numbers. Currency and Accounting offer specilized formating
2 150554 15.01317 -s5941] for monetary value.
21| 15055655 15.01391 -5935|
22| 15055903  15.01465 -5936
23| 15056152 15.01538 -5938
24| 15056403 1s.01611 -5940)
25| 1s0s6652  15.01685 -s935| A
2| 15056901 1501757 -5938
3 - — '-\.
Open ArcMap: File> New > Blank Document Display XY Data v] %

Go to Tools> Add XY data and add ngdc_topo.dbf file

Select the appropriate fields: X as Latitude and Y as
Longitude. In order to define the input data projection:
press Edit > Select> Geographic> World > WGS 1984.
Press Ok

A fable comiainng X and Y coprdinate daota can be added to the
mag a3 @ layer

Chisse & Labla from Lhe map or browse {or anolber 1able:

o] =]

| Xy2_to_grid.cow

1 Spaciy the fields for the X and ¥ coondinates:

¥ Field: [Lalj'h.da :l
¥ Fisdel: [Longtude B |
Coordingie Syslem of lnput Coandinates
Dreseriplion:

Coomdinate System: -

Mame: GC5_WGS_1584

i

™ Shews Detaie

[ Wéam ma if the resuling layer wil have restictad functionality

ok | cace |
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. Copy

Now we need to save file as ArcMap o B
shape file, right click on the Layer> o e X
Data> Export Data> Save as @ Zoom ToLayer
ngdc_topo.shp file (this is the file we

Wisible Scale Range »

will be working with further on)

Use Sprnbol Lewels
Selection 3

Label Features

2 Convert Features to Graphics..,

Convert Symbology to Representation..,

Save bs Layer File... Export Data...

Create Layer Package..

2.2.2 Reprojecting the data

We would like to create a grid in UTM projection with units in meters, instead of
degrees. For that we need to reproject our data.

Click on Show/Hide ArcToolbox: 2| & 9o W @ Q

Hhuw."Hlde AreToolbox '-‘J'lnduwl

=1 i3 Data Management Tools
In opened ArcToolbox choose Data Management Tools> %% Data Comparisan
Projections and Transformations> Feature> Project @& Datbase
-4 Disconnected Editing
= % Distnbuted Geodatabasze
-4 Domains
El @ Feature Class
1 S Features
- Fields
] & File Geodatabaze
-4 General
= % Generalization
1 S Indexes
| ﬁi Joins
= % Layers and Table Views
=i Projections and Transformations
E & Feature
2 Batch Project
#* Create Spatial Reference
>
1+ & Raster
A Creste Custom Geagraphic Ti
# Define Projection
= ?a Raster
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e Define the Input and Output files (ngdc_tpo_UTM.shp) and Output Coordinate System.
In our case it is Projected Coordinate System>UTM>WGS1984>UTM_Zone_56N).
Press Ok

Va Project

Input Dataset or Feature Class

| ngdec_topo
Input Coordinate Syskem (optional)

| GCs_was 1984

Output Dataset or Feature Class

| E:\WORK_spacelcookbookigridding_in_Arc2\ngdec_topo_UTM. shp
Qutput Coordinate System

| WiES_1984_UTM_Zane_SeH

Geographic Transformation {optionaly

e You might want to change the data frame projection view from Geographic to
UTM_Zone_56N now (projection in the data frame view is defined by projection of the
first opened file). Right click on Layers> Properties> Coordinate Systems. Select from
Predefined list Projected> UTM> WGS 1984> UTM Zone 56N. Press Ok. Now data
frame view has the same projection as reprojected file.

e Finally our added data looks like this. As
you can notice, the data point density varies
over the area
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2.2.3 Defining cell resolution for the grid

The choice of grid resolution depends on your purpose. Meanwhile, data distribution,
density, complexity of modeled terrain and scale of the final map should be taken into

account as well.

We would like to create grid with 2 km cell resolution. Here we show how to identify the
percentage of cells which values will be defined by interpolation and how to estimate the
data density within each cell for the chosen grid size.

Make sure that Spatial Analyst Extension is activated: go to Tools> Extensions> check
Spatial Analyst. Also, add Spatial Analyst toolbar: go to View> Toolbars> check Spatial

Analyst.

From Spatial Analyst toolbar select
Convert> Features to Raster

Select appropriate field and cell resolution:

Spatial Analyst

I spatial fnatys =

s Distance

F— Density...

Interpolate to Raster ¥

Surface Analysis

Cell Spatistics..

Meighborhood Statistics...

Lonal Statistics_.

Zonal Histogram

Beclassily...

Raster Calculator... ! ¥, o B
Feature: o Raster

Options... Raster to Features..,

Features to Raster

Input Features:
Field:
Output cell size;

Oukpuk rasker:

(%]l
Ingdc_topa_UUTM | g
Depth |
o

|cIing_in_.f\rc2'|,ngdc_t0pu_2kn{

Ok

| Cancel |
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e Asyoucansee, in & lwers
= O ngdec_tape UTM

the created raster .
(ngdc_topo_2km), =0 ngdctope

L

Only Ce”S Wlth data = ngdc_topo_2km
points in it have <VALUE>

i -6,223 - -5,864,111111
non zero values: -5,664.11111 - -5,105.222222

-5,105.222271 - -4,546.333333
-4,046,333332 - -3,987. 444444
-3,087.444443 - -3,428.555556
-3,428,555355 - -2,860.666667
-2,B69.666666 - -2,310.7777748
-2, 310777777 - -1,751.888889
-1,751.88888% - -1,193

(NENENEER § | | |

e Inorder to find out what is the percentage Layer Properties
of cells with “no data values”, go to Layer>

. ' Source | i | =
Properties> Source. Here you can look up General | Extert | Display | Symbology | Fiek

the total number of cells in the grid created Praperty Value

by multiplying total number of rows by = Raster Information

number of columns (216*279=60264) Columns and Rows (216, 279 }
Mumber of Bands 1
Cellsize (¥, ) 2000, 2000
Uncompressed Size 235,41 KB

e Inorder to find out how many cells have non zero values, go to Symbology tab in Layer
Properties window and click on Classified. Select Classify tab:

Layer Froperties ]

.Generall Source] Extentl Display  Symbology | Fields | Juoins & Felates |

Shiw:
Unigue Yalugss Draw raster grouping values into classes Irnport, ..

Stretched Fields Classification
Yalue: |{VP.LLIE:> J Equal Interval
Mormalization: |<None> J Classes: - f CIassiFy..!
Coorkamp: | B B
Symbol |Range Latwel | -
| EEEEREKTTREREIN 6,223 - 5,664.111111
I = ccq.111111 - -5.105.222227 -5.664.11111 - 5.105.222222 L

36




e The classification table will appear. In Classification Statistics Window, Count will tell
the amount of non zero cells (8971). This is approximately 14 % of total amount of cells.
Therefore, the values for 86% of cells will have to be estimated by interpolation at chosen

resolution of 2 km:

Classification @
Classification Classification Statiskics
Method: Equal Inkerval Caunk: { _‘_EEQ?T ]
Minirnun -B,
Classes: s hd Maximunm; -1,193
Data Exclusion Sum: -44,150,837.52
Mean: -4,921, 5068356

Exclusion ... Sampling ... Skandard Deviation: 1,265,259472

The density of data points per cell for the chosen grid size should be checked. Number of

data points per one cell depends on your purpose.

e Choose Point to Raster tool from ArcToolbox
(ArcToolbox — Conversion Tools — To Raster —
Point to Raster).

ArcToolbox

& ArcToolbox

' @ 3D Analyst Tools

@ Analysis Tools
@ Cartography Tools
=] @ Conversion Tools
& From GPS
%; From KML
& From Raster
&5 From WFS
& Metadata
&y To CAD
& To Collada
& To Coverage
& To dBASE
& To Geodstabase
& To KML
= & To Raster
.ar\% ASCI to Raster
.r\ DEM to Raster
.ar\% Feature to Raster
.ar‘% Float to Raster
"rx% LAS Dataset to Raster
NPoin o s
"rxh Polygon to Raster
“r\ Polyline to Raster
5 Raster To Other Format (multiple)
5 To Shapefile

m
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e Use your projected data setas  * Point to Raster = B %

Input Features. Leave default

FID in Value field. Choose a i“wea‘”’es T @
name and directory for your V:fu':cﬁet l:pu'um =
output file. Choose COUNT as FID -
Cell assignment type. It will Output Raster Dataset

aSSlgn the number of p0|nts E:\Dokumenty\GEBCO Nippon\II semester laptop\DEM in ArcGIS\density
within the cell to the output CEL laJst'Tgnmentts«pe(opuonan .
raster’s cell. Leave Priority ety ekl (i)

field with NONE and type your NONE v
gridding cell size in meters in Cellsize (optional)

Cellsize box. 2000 i

’ OK H Cancel ”Environments...][ Show Help >> I

Find more information about Point to Raster tool here:
http://help.arcgis.com/en/arcgisdesktop/10.0/help/index.html#/Point to Raster/00120000002z00
0000/

Table Of Contents 1 x

5 < Layers
= O ngdc_topo_UTM

e This is the result.

= density
Value

I High: 135

“Low:1
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http://help.arcgis.com/en/arcgisdesktop/10.0/help/index.html#/Point_to_Raster/00120000002z000000/
http://help.arcgis.com/en/arcgisdesktop/10.0/help/index.html#/Point_to_Raster/00120000002z000000/

e You can zoom in and check the results of your computations. Shape file with your data
points is displayed over the density raster layer. Use the “Identification tool” to click on a
cell and check the number of data points within it. It will appear in Identify window under
the name of layer and as a Pixel value. Moreover, as a Count value, you have a total number
of cells with the same points number as chosen cell.

File Edit View Bookmarks Insert Selection Geoprocessing Customize Windows Help

D E? = "%" % ) ‘-\I:’ - | 1:100.000 M Lf [;] @ ] QW = Geostatistical Analy
RAMQ i« -0 K@ B2 MBI TR
Table Of Contents 3 x .
8C8| = -
B = layers .
enty roms
= ngdc_tope_UTM fy <Top-most layer> |
. [=)- density
. B
=] density
Value I?
I High : 135 Location: 151°45'53,799°E 19°48'23.964 ~
"L 1 Field Value
ow:
Stretched value 116
Pixel value 3

Rowid 5
COUNT 290

Identified 1 feature

e Maximum density of data points for 2000 m grid size is 135 points. This grid size will be
used in the further part of this example, but you may want to change it.

224 Creating a gridded surface

e There are several interpolation algorithms available in ArcMap, these include Global and
Local Polynomials, Kriging, Spline, Natural Neighbor and Inverse Distance Weighting
available within Spatial Analyst and 3D extensions. The description of some of these
interpolation algorithms can be found in Chapter 8.0. More information on interpolation
from point to surface methods can be found:

http://webhelp.esri.com/arcgisdesktop/9.2/index.cfm?TopicName=An overview of the
Raster Interpolation toolset

http://webhelp.esri.com/arcgisdesktop/9.2/index.cfm?TopicName=An overview of the
Interpolation toolset
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http://webhelp.esri.com/arcgisdesktop/9.2/index.cfm?TopicName=An_overview_of_the_Raster_Interpolation_toolset
http://webhelp.esri.com/arcgisdesktop/9.2/index.cfm?TopicName=An_overview_of_the_Raster_Interpolation_toolset
http://webhelp.esri.com/arcgisdesktop/9.2/index.cfm?TopicName=An_overview_of_the_Interpolation_toolset
http://webhelp.esri.com/arcgisdesktop/9.2/index.cfm?TopicName=An_overview_of_the_Interpolation_toolset

A list of interpolation algorithms are available through Spatial Analyst and Geostatistical
Analyst toolboxes:

http://help.arcgis.com/en/arcgisdesktop/10.0/help/index.html#/An introduction to interp
olation methods/003100000008000000/

Here we will present how to create a gridded surface using Inverse Distance Weighting
(IDW) algorithm using Geostatistical Analyst.

IDW can be a good choice for fast interpolation of sparse data. IDW interpolation
predicts values at unmeasured locations according to the values from the surrounding
data points. Points which are closer to the prediction location have more influence
(weight) on prediction than those which are further away. For more information on IDW
see:

http://webhelp.esri.com/arcgisdesktop/9.2/index.cfm?id=3304&pid=3302&topicname=H
ow Inverse Distance Weighted %28IDW%29 interpolation works

In order to choose optimal parameters for interpolation, you can use Geostatistical
Analyst toolbox. Activate the extension through Tools> Extensions> check Geostatistical
Analyst. Also add it to your display through View> Toolbars> Geostatistical Analyst.

Geostatistical Analyst> Geostatistical Wizard provides cross-validation of your model
according to parameters chosen. The wizard allows you to manipulate parameters and to
look at the output statistics for the created model. For more information see:

http://webhelp.esri.com/arcgisdesktop/9.2/index.cfm?id=3355&pid=3334 &topicname=Pe
rforming cross-validation and validation

In Geostatistical Analyst open Geostatistical Wizard. Select our input data point layer
ngdc_topo_UTM and Depth as an attribute:

Methiods: Dataset 1 | Yalidation |

Inverse Diskance Weighting

Glabal Palynomial Inkerpolation Input data: K}ngdc_tnpn_LlTM ﬂ E
Local Palynomial Interpolation

Radial Basis Functions attrbte: -
Kriging '

Cokriging % Field: |Shape J
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http://help.arcgis.com/en/arcgisdesktop/10.0/help/index.html#/An_introduction_to_interpolation_methods/003100000008000000/
http://help.arcgis.com/en/arcgisdesktop/10.0/help/index.html#/An_introduction_to_interpolation_methods/003100000008000000/
http://webhelp.esri.com/arcgisdesktop/9.2/index.cfm?id=3304&pid=3302&topicname=How_Inverse_Distance_Weighted_%28IDW%29_interpolation_works
http://webhelp.esri.com/arcgisdesktop/9.2/index.cfm?id=3304&pid=3302&topicname=How_Inverse_Distance_Weighted_%28IDW%29_interpolation_works
http://webhelp.esri.com/arcgisdesktop/9.2/index.cfm?id=3355&pid=3334&topicname=Pe%09rforming_cross-validation_and_validation
http://webhelp.esri.com/arcgisdesktop/9.2/index.cfm?id=3355&pid=3334&topicname=Pe%09rforming_cross-validation_and_validation

Click next. In the appeared window select
Use Mean> Ok

Dataset Mame: ngdc_topo_UTh4

Handling Coincidental Samples

Two or more sample points = Use Mean
exist at the same location,
Select a method for handling " Remove al

the coincidental sample points.
" Use Minirmum

" Use Maxirmum

T Include all

r Do nok show this dialog again For this dataset while in this ArcMap

e A set Parameters window
will appear. As an example

we will use Neighbors to
include 15, Include at least

10, sector type Four . After
we set the parameters we can
click Optimize power value
button on top left corner.
Optimized power will be 4.3.
Also you can change the
preview type to Surface, and
while changing the
parameters you can see how
it will affect the output
surface. Click next.

session,
CK | Cancel
Geostatistical Wizard - IDVY Interpolation: Step 1 of 2 - Set Parameters @
Cptimize power value | Fower: I 43583
= ‘ @ a @ 0 Symbol size: |3 3: Standard |Sm00th |
— 1T LAY Lt Meighbors to include: =
f
¥ Include at least: 10 +
Sectar type: - €B| ®|@
Ellipse
Angle: 0.0 3
Major semiaxis: I 175432
Minor semiaxis: I 175432
Anisotropy Factor: 1
Tdentify
® 305687 428248583
W 1572640.31908551
Meighbars 120
o ; Estimated Yalue -1365.6
Preview type: INelghbors LI Show weights ==

< Back I Mext = | Finish |

Cancel
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The window of Cross- T T W o o vy ==
Validation will appear. The ol
root mean square error is more
than 100 meters. You can vary
interpolation parameters and
see how they affect on the
model fit. Click Finish.

Predicted , 10-3

-6.22 -5.38 -4.85 -3 -287 -2.03 =118
Measured, 10-3

Regression function: 0,998 * x 4+ -5,732

Prediction errors

e Ao Source 1D [ Included | Measured [ Pradicted | Error

Root-Mean-Scuars! 103.7 13345 Yes 5637 -5638,1 -1.1004
13346 Yes -5637 -5639 -1.9755

Samples: 21199 of 21199 13347 Yes -5637 -5655.5 -18.546
13348 Yes -5637 -5662.6 -25.631
15956 Yes -S663 -5637.2 £5.801
13349 Yes -5624 -5639.5 -15.538
s018 Yes -5B15 -5814.3 0,73376
E1TE Var ] SEEQQ 4 A% ant
‘4 m (]

Save cross validation, ., < Back | [ Finish I Cancel

e The summary window will appear. Ok
e The surface is being created

e After adjusting the color bar and checking contours (Layer Properties>Symbology), our
final surface using above described parameters looks like that:

x

»

o £F Layers
= Inwerse Distance Weighting
Prediction Map
[ngdc_topa_UTR][Depth]
Hillshade
Contours
— -0, 38400667
— -4,546,33333
— -3,708
-2,869.66667
— -2,031.33333
Grid
-6,223 - -6,141.87097
-6,141.87007 - -6,060,74194
-6,060, 74154 - -5,979.6129
-5,979.6129 - -5,898.48387
-5,890, 48307 - -5,817.35484
-5,817.35484 - -5,736,22581
-5,736.22581 - -5,655.09677
-5,605.0967T - -5,573,96774
-5,573.96774 - -5,4582,83871
-5,492.83871 - -5,411.7096%
-5,411. 70968 - -5,330.58065
-53,320,58065 - -5,249,45161
-5,240,45161 - -5,168.32258

-5,168.32258 - -5,087.19355
L5 NAT 10155 - & ANA NRARY —

m
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2.2.5 Comparison with original data values

Here we present how to compare the original data point values with created surface. This
could be useful in order to investigate spatial distribution of misfit between model and the
measured points. For more information on quality assessment of grids see Chapter 4.1.

Export our Inverse
Distance Weighting layer
as ESRI grid: Layer>
Data> Export to Raster.

Set cell size of 2000. Save

as "IDW grid" file name

=] Inwerse Distanceliifal

Prediction b Copy
[ngdc_topo_ X Remove
Hillshade
Contours
— -0 304 E666T
— -4 040,33333
-3 08 ”
—— BEUE666T =
— - 13133333 ..7 Prediction...

Compare..,

Walidation...

@ Zoom To Layer

Wisible Zcale Range

>

[-ig@ =amples

qa Schermatics Tools
]--a Server Tools

]--a Spatial &nalyst Tools
% Conditional

% Density

& Distance

E% Extraction

P }" Extract by Attributes
-~ Extract by Circle
gt Etract by Mask

M -6,223--6,1

B -6,141.87007
I -6,060.74194
B -5,979.6120 -
B -5,595.45367 B Properties..

Sawe &3 Layer File..,

g8 Method Properties...

222 || Export to Raster..,

Export to Wector..,

ST e

4
% Generalization

Now we can extract values from the gridded surface at corresponding original data points
with Spatial Analyst Tools> Extraction>Extract Values to Points. Where Input point
features is our ngdc_topo_UTM points and Input raster is our IDW grid interpolated

raster . OK

}" Extract “Walues to Points

Input point features

| nigde_topo_UTH

Input rasker

| 1DV grid

Cutput point Feakures

|E:'l,'-.-'-.-'ORK_spa-:e'l,l:l:n:ukbl:nl:nk'l,gril:ll:ling_in_.ﬁ.r|:2'l,e><tral:l: _point_IDW . shp

[ Interpolate values at the paint locations [optional]

[ Append all the input raster atiibutes to the output point features [optional]

43




As aresult, a point feature layer is created (we call it extract_point _IDW).

You can view the Attribute table of
the layer by right click on the layer>
Open attribute table:

As you can see from the table it
contains information for

@ Copy
1D grid X Bemuowve

YWalue

Dpen Sttribute Tahle

&

P Mlatanenrk
5
a1

original data points (X,y,z) and

corresponding depth values r

from our gridded surface
(RASTERVALU) for each

original data point:

You can calculate differences between these values and
visualize them. Go to Options on inside the Attribute
table (bottom right corner) and select Add Field option.

We will call the new column as “Difference”.

VIR Q0[O0 D0 | 0D 0| 00| 00| | W T R | D LD | D D LD | D] D
AR AR R =R R R G B R R R R R e e By e

Records [0 oot of 215534 Selected)

Add Field...

Turn All Fields On
v Show Field Aliases

Restore Default Column Widths
Joins and Relates
Related Tables
Af] Create Graph...
Add Table to Layout
o Reload Cache
&b Print...
Reparts
Export...

Appearance...

High :
I loins and Relates (Y
Lowii vm = e Te 1o 3
Attributes of extract_point T0WY
FID Shape * LONGITUDE | LATITUDE | DEPTH | RASTERVALU
0 | Poirt 150 50636 15.00054 -594 -5940.358887
1 | Poirt 150.50897 150013 -5943 | -5940.353887
2 | Poirt 15051157 15.00207 -5933 | 5935120605
3 | Poirt 15051414 15.00278 -5933 | 5935120605
4 | Poirt 150 51672 15.00349 -5933 | 5935120605
5 | Poirt 15051927 150042 -5935 | 5935120605
E | Poirt 150.52184 15.00492 -594 -5935 661133
n 7 | Poirt 150 52441 15.00562 -5934 | 5935661133
sy e oo
Select 4l

Options =
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After the column is created, right click on the header  sstervaLu
of new created column and select Field Calculator

Inside the Field calculator we can
define expression for the new column
values: a difference between Depth
and RASTERVALUE columns (double
click on the Fields to add them to the
expression). After clicking Ok, the
values are calculated. Close the
attribute table

-

Differ-—-- 7 :
2940.355557 = Sortfscending
5940.358857 £ Sort Descending
5935120605 A .
20551 200E Zl‘ Advanced Sorting..
5935120605 SUMMarize, .
2933120605 b .
5855 661133 SIS
5935661135 =]l Field Calculatar..,
5935661133
saEsas0am | Calculate Geormetry..,
5935150351 Turn Field Off
sasssoaat |
5935150391 Freeze/Unfreeze Colurnn
29331303
505 18ME # Delete Field
Field Calculator (2 [
Fields: Type: Functions:
| e
FID = 1 M=) .
shape mber Alrll:[ :|
¥ " siring cosl )
X epl) |z
2 " Date Fi [ )
RASTERVALL mi[ 'I]
Gifferenoe Sn i)
Sar (] %
i Y
Difference = I Advanoed j J j
[Z] - [RasTERVALUN -
Load, ..
1

Now you can visualize the Difference by right clicking on the point layer
(Extract_point_IDW)> Properties. Go to Symbology tab. Select Quantities> Graduated
colors. Select the Value Fields as Difference, select the color ramp and number of

classes, and click Ok.
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Layer Properties

' Generall Sourcel Selectionl Digplay  Symbology | Fields | Definition Guer_l,ll Labelsl Joing &Helatesl HTRL F'Dpupl

Show

Features |Draw quantitiez uzing color to show values. Imp_ortl
Categories ~ Fields Classification—————————
I;l_uantilies Walue: ) Watural Breaks [Jenks)

i Graduated colors — .
Graduated symbols Mormalization: Imn,3 LI Clazzes: I.'-" vl Clazsify. . |
Propartional symbols

Charts Colar Famp: I- -j

Multiple Attributes [ Symbol [ Rangs | Label |

o 346472 346472

e 471201 A7 201

e -200- 1 =200 - 51

o E0-E2 50-62

e E2-270 £3-270

e  271-7E5 271-768

& TEG-17E5 7661765

[~ Show clazs ranges uzing feature values Advanced - |

] I Cancel | Apply

¢ Now you can see overlaid difference results over the created gridded surface and
investigate the regions where differences seem to be significant (make Layers" IDW
grid" and "extract_point_IDW " visible):

- ——p -

= extract_paint_IDW

DIfference !

@ 946 - -472 3

& -471--201

£3 -200 - -51

£3 -50 - 52

£ 63-270

& 271- 755 .g.l...

@ 766 - 1765 s e RERB NS &ES

IOV grid -
. ‘u"lue I i‘: hr.
, l-.'.l'l.. L

High : -1193.02 iy

- Lo : -6222,99
2 O ngde_topa_UTM
*
= Inwerse Distance Weighting
Prediction Map
[ngdc_topo_UTK][Depth]
Hillshade
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e For more information on analyzing gridded surfaces that you create go to:

http://webhelp.esri.com/arcgisdesktop/9.2/index.cfm?TopicName=About analyzing rast
er data

http://webhelp.esri.com/arcgisdesktop/9.2/index.cfm?id=603&pid=598&topicname=Surf
ace creation and analysis

See more on interpolation error analyses:

http://webhelp.esri.com/arcqiSDEsktop/9.3/index.cfm?TopicName=About geoprocessin
g with 3D Analyst
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FUNDAMENTALS

Chapter 3.0 Gathering Software

Some software packages are freely available for download from the internet. The purpose of this

chapter is to show where to find such software and how to obtain it.
3.1 Generic Mapping Tools
Contributed by K. M. Marks, NOAA Laboratory for Satellite Altimetry, USA

GMT (Generic Mapping Tools) (Wessel and Smith, 1998) is a collection of open source
mathematical and mapping routines for use on gridded data sets, data series, and arbitrarily
located data. The GMT package is available for download from the University of Hawaii
website (http://gmt.soest.hawaii.edu/) (see Figure 3.1). We utilized GMT routines for much of
our data analyses, gridding, and mapping discussed in selected chapters that follow. Software
packages such as MATLAB, IMSL, ArcGIS and others may also provide similar mathematical
and mapping capabilities, but these are not free.

What is GMT?

GMT is an open source collection of ~60 tools for manipulating geographic and Cartesian data sets (including filtering, wend firing,
gridding, projecting, etc.) and producing Encapsulated PostScript File (EPS) illustrations ranging from simple x-y plots via contour maps
to artificially illuminated surfaces and 3-D perspective views. GMT supports ~30 map projections and transformations and comes with
support data such as GSHHS coastlines, rivers, and political boundaries. GMT is developed and maintained by Paul Wessel and Walter
H. F. Smith with help from a global set of volunteers, and is supported by the National Science Foundation. It is released under the GNU
General Public License.

Current version is 4.5.5, Released November 1, 2010. For a peak at the next generation GMT 35, see our GMT 5 pages.

80"
30°
0
-30°
GMT Pages maintained by: B EEGDE
Paul Wessel 607 1 R . 2 s n -
240 300 0 60 120 180
Last updated:
November 1, 2010 GMT is used all over the world. Each yellow dot represent a 15x15 arc minute block with one or more registered user or institution. So far, almost 2000
such blocks have been registered, representing more than 15,000 individual GMT users. To add your dot, fill out the registration form.
e
(o =2) 3 I .) SCHOOL OF OCEAN AND EARTH SCIENCE AND TECHNOLOGY
_— UNIVERSITY O AWAIL‘1L AT MAN

Visit SOEST home page

Figure 3.1 University of Hawaii website for GMT.

To download the GMT software package, click on “download” shown in the left column of the
figure above. Instructions for how to obtain and install the GMT software are given on the
download webpage (see Figure 3.2).
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[C MAPPING TOOLS

GMT Pages maintaieed by:
We.

Laut
Naovember 1, !Ulﬂ

P

Visit SOEST home page

Obtaining and Installing GMT

GMT s available via anamymaus fip from a globsl set of fip ch contain the same files 2 the main server in Hawail. File temnsfer is wsually fister if you select the server clasest to yau, Or
installe will astomatically et the rquined achives from the fip sie you chook.
Users with aslow s and users who d data sels ready 10 be wsed with GMT: Soe the GMT Compaion DVD-R products disiributed by Gramars.

Fast-track for (repeat) UNIX/Linux/OSX users
T've done this before. Take me directly 10 the [NSTALL FORM.

Platform-specific Instructions

1 UN[X or 0 LINUN: Note: The install process requires brip2.

1. Astomated install [Recommended]. Obtain and insiall GMT by interacting with the [NSTALL FORM. Fallow btain the Boumne shell install-script and
install parameter file. The astonsated install will als inssall netCEF if needed.

2. Manss! incili, 1f you prefer, you can alia do the typical mansal install by fiping the files, untar, nen configure, make ote, Read the README file for the w...m.l llnpt Fuor manual bnatall
you musst alsa marually get snd install the Lnidna netCDE librasy whick GMT requizes, or kave the libmry already insealled, Use fip o any of the GMT gim

3, CVS installation for GMT gurus. To get the bleeding edge GMT version and even contribute to the development of GMT. consider installing the "live” CMTvenion by following the CVS
lnstrustiogs.

1. owmus;

1. s il 1 you fus Wind and get am with i, GME Windows page for sccess to Windows Insnllers. Note that many of the DOS example
scripts utilize GNU awk the WIND2 executable gawh has therefore beea placed on allfip sises.

2. DS basch files suck, part I, Decwasa not get much & mmnosamhpm.m swoagly that you inetll Cygoi, a froe UNIX cenulation package for Windows. Cygwin
letx you open thell mindows and accei standand UNIX tools wach ax tech install GMT ax s d above fu

3. DOS bach files suck, parr [1.1f you rue Windows, you can get = d windaws by mulﬂm;\hehdywuhﬂe wmms;pmmu,w: 8 UNIX ervimnment for
Windows. SFU lets you install GMT as described for UNTX/Linux shove.

4. DOS baich files suck, part U1, Finally, you may consider the option of uaning Linea witkin a viusl machine. such as YMWarg or Virual o and then punus the general Linua/UNIX
inwtall option.

5. Cygwin sucks. Cygwin is pai slow to figure scripts and 1o launch f rched, prograns nan fast), 1o sctually the best and casicst way of unning GMT under

Cygwin is ta use the Windo
wvia the bashee file,

3 08 X: GMT installs and rans under Apple's 06 X which is UNIX-based: just follow instractions for UNDULinux sbave. You must fist install the Xeode Developer Tools (which includes
the GNU C compiler, maake, £4c) as these arm nat installed by defaull but is an optional isstall via the O8 X Install DV, You can also downlosd then from Agple's support site. Also sebest Lo install
X101, Finally, he latest versions of GMT are also svailable os user-friendly packages via Fink.

052)
4, “MHPM; GMT has been pored 10 08/2. Far

takes far this solution is to install the w;mu-mhbmmm'_,_mdmw add the UMT Win bin directory o yaus Cygwin path

and i see Allen Cogbills GMT OS2 page.
Ohtaining the old GMT 3.4.6 version

1 you for whatever mason peed to install the final venion of the GMT 3 series you musst mansally fip the tas-balls from SOEST GMT3 archive and rus the installation {Sollaw the steps in the README
file).

Figure 3.2 GMT download and installation web page.

49



Chapter 4.0 Software Overview

The purpose of this chapter is to give an overview of various software packages that can be used
to clean, process, manipulate, analyze, and plot data used in scientific research and production.

41 ArcGIS

Contributed by Pauline Weatherall, British Oceanographic Data Centre (BODC), UK

The software company, ESRI (www.esri.com), produces a range of Geographic Information
System (GIS) products suitable for accessing, processing, sharing and serving geo-referenced

data, working both in a MS Windows environment and also via the internet.

Further information about ESRI’s products; accessible data sets; development tools; specialized
applications and open source products can be found on ESRI’s web site:

http://www.esri.com/products/index.html

The information below aims to give a very broad overview of some of the functionality of
ArcGIS for Desktop software, specifically in relation to GEBCO’s work with building gridded
bathymetric data sets. The information and links below relate to ArcGIS Desktop version 10.

4.1.1 What is ArcGIS for Desktop Software?

ArcGIS for Desktop is ESRI’s MS Windows-based GIS software. As part of its functionality, the
software can be used to:

. View, overlay, manage, edit, analyse and capture geo-referenced data
. Produce and share maps, data and imagery

. Grid data

. Search for data and imagery

. Carry out datum and projection transformations

. Edit/develop metadata

4.1.2 Is the software free, what licences are available and how can you
access the software?

ESRI makes available a range of desktop software products, some are available free of charge
and some are available commercially at a number of licensing levels. The functionality of the
software depends on the licensing level and is also reflected in the price of the software.
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Further details about software access and licensing for each product can be found on ESRI’s web
site:

http://www.esri.com/products/index.html#desktop gis panel

4.1.3 What type of computer platform does it run on?

ArcGIS for Desktop products are designed for use in a MS Windows environment (which
includes Intel-chipped Macintosh computers that have a windows emulator). Details about
supported operating systems and hardware and software requirements can be found on ESRI’s
web site:

http://resources.arcgis.com/content/arcgisdesktop/10.0/arcgis-desktop-system-requirements

4.1.4 What does the software do?

As outlined above, the software can be used to visualise, edit, capture, process, share and analyse
geo-referenced data.

Firstly, we need to look at what the various component packages of the ArcGIS Desktop
products do and what types of data and data formats they can work with. The following is a
broad overview of their functionality, further information can be found in the products’
documentation.

ArcGIS for Desktop application packages - what are they and what do they do?
ArcMap is used for creating, displaying, exploring, analysing and editing your data; assigning

styling to the display and for building images and map layouts from individual data layers or data
sets.
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* Untitled.mxd - ArcMap - Arclnfo
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B " Mwindow

10.901 -21.206 Decimal Degraes

Displaying information from GEBCO’s data sets in ArcMap — a Tiff image overlain by a
shapefile of point data

An introduction to ArcMap:

http://help.arcgis.com/en/arcqgisdesktop/10.0/help/index.html#//006600000001000000.htm

A quick tour of ArcMap:

http://help.arcgis.com/en/arcgisdesktop/10.0/help/index.html#/A quick tour of ArcMap/00660
0000332000000/

ArcCatalog lets you organise, preview and manage your data sets. In simple terms it can be
thought of as acting a little like MS Windows Explorer in that it provides an overview of the
contents of the directories on your PC. However, it displays the information in a form that is
useful for working with ESRI software, i.e. although a shapefile is made up of at least three
separate files when viewed with Windows Explorer, within ArcCatalog it is just represented as
one file. ArcCatalog also lets you view and enter metadata for your data sets in a number of
standard formats. A catalog window is available in ArcMap to let you manage your data sets.

http://help.arcqgis.com/en/arcgisdesktop/10.0/help/index.html#//006m00000069000000.htm
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ArcToolbox is a collection of data processing tools collected into related ‘toolboxes’ and
‘toolsets’. They have a wide range of functionality, including data analysis and conversion tools.
The availability of the various toolboxes and toolsets depends on the level of your ArcGIS
Desktop license.

ArcToolbox

=SfarcToolbox
%9 3D Analyst Tools

+ &P Analysis Tools

+ Q Cartography Tools

+ & Conversion Tools

+ & Coverage Tools

+ e Data Interoperability Tools
} e Data Management Tools

+ @ Editing Tools

] @ Geocoding Tools

# &P Geostatistical Analyst Tools
Q Linear Referencing Tools
@ Multidimension Tools

) @ Network Analyst Tools

% @ Parcel Fabric Tools

+ & schematics Tools

® & Server Tools

+ @ Spatial Analyst Tools

& & Spatial Statistics Tools

(* a Tracking Analyst Tools

TR

BB

S g

Table OF Contents | [ ArcToobox

Some of the Tool sets available through ArcToolbox
A quick tour of geoprocessing tools:

http://help.arcgis.com/en/arcgisdesktop/10.0/help/index.html#/A quick tour of geoprocessing/0
02s00000002000000/

Information on finding tools can be found at:

http://help.arcgis.com/en/arcgisdesktop/10.0/help/index.html#/A quick tour of finding tools/0
02400000001000000/

The packages, ArcScene and ArcGlobe are part of the 3D Analyst extension package and can be
used to view data in 3D and produce and animations (ArcScene) and display data on a globe
(ArcGlobe).
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Displaying the GEBCO_08 Grid in ArcGlobe
Further information about extension packages can be found on ESRI’s web site:

http://www.esri.com/software/arcgis/arcgis-for-desktop/extensions.html

In what formats and structures does ESRI ArcGIS Desktop software store data?

ESRI ArcGIS Desktop software works with and stores data in a number of ways, as individual
data files or as collections of related data files. The data sets may be stored individually on disc
or be part of a database. The data sets can be in the form of 3D surfaces (e.g. rasters), vectors
(e.g. points, lines or polygons) or images.

The following outlines the main data storage types used by ESRI’s ArcGIS Desktop software
products.

Geodatabase
This is the main data model for ArcGIS and is the primary data format used for editing and data
management. It is made up of a collection of files (feature classes, raster data sets and tables).

Feature classes are collections of features of the same type, such as points, lines or polygons.
They also share a common set of attribute fields. Within a Geodatabase they can be grouped into
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feature data sets which are collections of feature classes with the same geographic reference
information (i.e. datum and projection).

Geodatabases work across a range of database management system (DBMS) architectures and
file systems, can be of various sizes, and be single or multi-user.

Within some ArcDesktop GIS packages, storing your data in a geodatabase allows you to carry
out advance editing and quality control procedures on vector data sets, i.e. looking at how the
vector data sets which make up the geodatabase ‘interact’ or share geometry — this is called
topology. For example making sure the outlines of individual polygons do not overlap. This
functionality is not available for shapefiles.

Further information about geodatabases can be found on ESRI’s web site:

http://help.arcgis.com/en/arcgisdesktop/10.0/help/index.html#//003n00000002000000

Shapefiles

The Shapefile is a format that ESRI software uses to store the shape, geometric location and
attribute information about a data set. Individual shapefiles can contain only one feature “type’,
I.e. points, lines or polygons. Shapefiles can be edited but they cannot be used as part of a
topology for more advanced quality control procedures.

Further information about shapefiles can be found on ESRI’s web site:

http://downloads2.esri.com/support/whitepapers/mo /shapefile.pdf

3D Surfaces

ESRI products work with the concept of three types of surface models:

o Rasters — rectangular array of grid cells (holding a data value) arranged in rows
and columns
. Triangular Irregular Networks (TINSs) - a surface consisting of nodes (or

points) joined by edges into various sizes of triangles. Because the nodes can be
irregularly spaced, a TIN can show higher resolution information where there is more
variation in terrain and be lower resolution where there is less variation.

J Terrain surfaces — are a set of “pyramided” TINSs, i.e. a set of TIN’s at multiple
levels of resolution. This helps when working with high volume data sets.

Find out more about how ArcGIS software works with 3D surfaces:

http://help.arcgis.com/en/arcgisdesktop/10.0/help/index.html#/Fundamentals of Surfaces/00q80
0000052000000/
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How do you work with your data in ArcGIS Desktop packages — do you have to reformat it?

As described above, ArcGIS Desktop packages work with data in a number of forms, as
individual ‘stand-alone’ files or as part of a geodatabase.

Data in some formats can be imported or used directly with ArcGIS Desktop applications, others
need to be converted to ESRI formats.

Information about supported data formats for import and export can be found on ESRI’s web
site:

http://help.arcgis.com/en/arcgisdesktop/10.0/help/index.html#//009t0000000g000000

Through the ArcGIS Data Interoperability Extension tool set, data can be imported, exported
and converted to a number of formats. Further information can be found at:

http://www.esri.com/software/arcgis/extensions/datainteroperability/index.html

Further information about importing data is given below:

http://help.arcgis.com/en/arcgisdesktop/10.0/help/index.html#/An overview of the To Raster
toolset/00120000002r000000/

In addition to creating rasters from input point data sets, you can also create rasters from polyline
and polygon data sets. Further information is available at the above link.

Connecting to Open Geospatial Consortium (OGC) Web Services

You can connect directly to Web Map Services (WMS), Web Coverage Services (WCS) and
Web Feature Services (WFS). Further information can be found on ESRI’s web site:

http://help.arcgis.com/en/arcgisdesktop/10.0/help/index.html#//003700000002000000.htm

Working with KML files
Information on working with KML files can be found on ESRI’s web site at:

http://help.arcgis.com/en/arcgisdesktop/10.0/help/index.html#//00s20000000m000000.htm

Adding X Y data
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Point data, in ASCII format, can be imported into ArcMap as a layer using the Add XY option,
attribute information can also be imported along with the data. The data can then be exported as
a shapefile or feature class.

Working with netCDF files
Grid files, in 2D netCDF form, can be imported into ArcMap as a ‘netCDF raster layer’ through
the ‘Make NetCDF Raster Layer’ Multidimension Tools set in ArcToolbox. Further details can
be found on ESRI’s web site:

http://help.arcgis.com/en/arcgisdesktop/10.0/help/index.html#//004300000006000000.htm

Additional tools for data import

There are ‘add on’ tools such as ETGeowizards (http://www.ian-
ko.com/ET_GeoWizards/gw_main.htm) which can be used to help with the import and export of
vector and raster data sets for use with ArcMap.

Can you create a 3D surface from your source data sets?

The following outlines how you can use ESRI’s software to create a raster or Triangular
Irregular Networks (TIN) from your input data.

Creating a raster from point data

As part of the ArcGIS 3D Analyst extension software package you can create a raster from a data
set of points using a number of interpolation methods:

. Inverse distance weighted
. Spline

. Kriging

) Natural neighbours

Further information about creating rasters can be found in the ArcGIS 3D Analyst product
documentation, available from ESRI’s web site:

http://help.arcgis.com/en/arcgisdesktop/10.0/help/index.html#//00g900000034000000

Further information about gridding using ESRI software can be found in the section 8.2.10 of
this document, ‘Gridding with ArcMap’.

Working with raster surfaces

57



http://help.arcgis.com/en/arcgisdesktop/10.0/help/index.html#//004300000006000000.htm
http://www.ian-ko.com/ET_GeoWizards/gw_main.htm
http://www.ian-ko.com/ET_GeoWizards/gw_main.htm
http://help.arcgis.com/en/arcgisdesktop/10.0/help/index.html#//00q900000034000000

The following are examples of some simple tasks that you may want to carry out, for the full
range of functionality see the ArcGIS Desktop documentation.

Analysing surfaces and generating contours

You can analyse the surface of your 3D model, looking at slope and aspect and hill shade and
also generate contours at specified intervals. This can be done through the 3D Analyst
extension — which provides a set of tools for working with rasters, TINs and terrain surfaces.
Further information is given in the documentation.

http://help.arcgis.com/en/arcgisdesktop/10.0/help/index.html#/An overview of the 3D Analyst
toolbox/00g900000070000000/

The Spatial Analyst extension provides a set of tools for working with and analysing both raster
and vector data sets.

http://help.arcgis.com/en/arcgisdesktop/10.0/help/index.html#/An overview of the Spatial An
alyst toolbox/009z00000003000000/

Raster calculations

You can carry out mathematical operations on cells in a raster. This includes carrying out
calculations on grid cells such as add, subtract or divide. This can be done by either adding or
subtracting one grid from another or by adding or subtracting single values for each grid cell.

The following table lists the available toolsets and gives a brief description of each:

http://help.arcgis.com/en/arcgisdesktop/10.0/help/index.html#/An overview of the Raster Mat
h toolset/00g900000063000000/

Extracting data from rasters

You can extract data from rasters either based on geographic area “clipping’ or by cell values
(attributes). For example, you may select a geographic sub-area from a grid or select cells from a
grid with a depth greater than say 100m.

The majority of the extraction tools are available with the Spatial Analyst Extension; however,
the “Clip’ tool is available with any ArcGIS license.

Further information about the “Clip’ tool can be found at:

http://help.arcgis.com/en/arcgisdesktop/10.0/help/index.html#//00170000009n000000

For information about data extraction as part of the spatial analyst extension see:
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http://help.arcgis.com/en/arcgisdesktop/10.0/help/index.html#/An overview of the Extraction
tools/009z00000028000000/

Resampling, generalising and filtering rasters

A set of resampling, generalisation and filtering tools is provided as part of the ArcGIS Desktop
products.

Resampling a raster, i.e. changing the size of the grid cells can be done through the ‘resample’
tool, part of the Data Management Toolbox:

http://help.arcgis.com/en/arcgisdesktop/10.0/help/index.html#/Resample/00170000009t000000/

The ArcGIS Spatial Analyst extension contains a number of tools for generalising and filtering
rasters:

http://help.arcgis.com/en/arcgisdesktop/10.0/help/index.html#/An overview of the Generalizati
on tools/009z00000033000000/

Working with your data in ArcMap
ArcMap is the ArcGIS Desktop package which can be used to view and edit your data sets in 2D.
Further information can be found on ESRI’s web site:

http://help.arcgis.com/en/arcgisdesktop/10.0/help/index.html#//006600000001000000.htm

A quick tour of the functionality of ArcMap is given at the following link:

http://help.arcgis.com/en/arcgisdesktop/10.0/help/index.html#/A quick tour of ArcMap/00660
0000332000000/

The following are examples of some of simple functions that you might want to do in ArcMap.

To view a data set, it needs to be in a format which can be recognised by ESRI ArcGIS Desktop
software (see above for more information). Click on the ‘Add Data’ button from the ArcMap
toolbar, then search your data directories to select the file that you want to load.

http://help.arcgis.com/en/arcgisdesktop/10.0/help/index.html#/Adding layers to a map/006600
00000t000000/

In version 10 of ArcGIS Desktop you can also search for GIS content in your own file system
and on the internet:

http://help.arcgis.com/en/arcgisdesktop/10.0/help/index.html#/Using search in ArcGIS/006600
000079000000/
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Once a data set is loaded you can experiment with changing how the displayed layer looks, for
example, altering the colours or symbols used to display the data and adding label and text
information. This can help to highlight aspects of the data set that you want to enhance, e.g.
displaying data in a particular depth range all one colour.
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Table of contents window. Listing the data sets

map display window - showing a bathymetric grid available for display in the map window.
icolour-coded for depth at 1000m intervals.

In the above example a bathymetric grid is displayed colour-coded at 1000m intervals

The grid will appear in the layers list in the table of content. Right click on the grid’s file name
and then click on “properties’. For raster data sets, you can choose to display the grid using
stretched values along a colour ramp, you define the start and end colour values, using values
and classified intervals, e.g. equal intervals, natural breaks, defined intervals etc. or unique
values for each separate cell attribute. You can define a colour scheme, choosing from pre-
existing colour schemes or defining and saving your own colour scheme.

You can change the properties of individual colour intervals, perhaps changing one interval to be

transparent, this helps with overlaying data sets. You can also make a selected range of values
one colour, for example for land areas.
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In the above image the grid is now coded at depths of 200m intervals and land areas are
displayed in grey.

Further information about choosing display colours can be found in ‘help’ system.

http://help.arcgis.com/en/arcgisdesktop/10.0/help/index.html#/About displaying layers/00s5000
00015000000/

For vector data, you can change the symbology used to display the data set to get the most out of
your data set. Symbols can be defined on size of attributes and/or colour and attribute
information can be displayed on the map. For example, when plotting sounding points you can
colour code them for attribute information such as depth or for contributing organisation.

You can change the drawing order of the displayed layers, for example to plot points on top of a
map. For further information on working with layers:

http://help.arcgis.com/en/arcgisdesktop/10.0/help/index.html#/A quick tour of map layers/00s
500000015000000/

Example of using ArcMap and ArcScene to help assess a bathymetric grid

As described above, ArcMap can be used to visualise your data sets in 2D. In the following
example a grid is loaded into ArcMap. Colour coding the grid at defined depth intervals
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highlights some features in the grid. Overlaying the source sounding data, used to generate the
grid, can help investigate the origin of the features and let us determine if there are any errors in
the source data.

The above image seems to show an anomalous feature (circled), shown as a ‘blue line’. We can
investigate the original of the feature by overlaying the source sounding data that was used to
generate the grid onto the map display.
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The above image shows the coverage of ship-track data (shown in black) which was used to
generate the bathymetric grid.

The ship-track soundings, as xyz data, can be colour-coded for their various available attribute,

e.g. depth or source survey. This can help to visually identify any spikes in the data set.
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The above image is zoomed into the area of the anomalous feature. The source sounding data file
has been colour coded for depth. We can see that a trackline plots along the anomalous feature,
judging from the colour of the soundings, they appear to be a different depth value of those in the
surrounding region — they may be in error and causing the anomalous feature in the grid. We can
query the soundings to find out the depth of the individual sounding points and if available,
query the accompanying metadata.

In addition to viewing the gridded data in 2D using ArcMap, ArcScene can be used to view the
data in 3D.
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The above image shows the grid displayed in 3D in ArcScene. Potential errors in the grid are
now more visible.

We can zoom into the image to investigate further and also overlay the source sounding data
onto the grid. In the example below, the anomalous feature is displayed in 3D and overlain by

the source sounding data points.

65



% Untitbed - ArcScene - Arcinfo

Fe Edt Vew EBooimarks Selection Geoprocessing  Custome  Windows  Melp

D@8 L inx 2c ¢ DFEEEE0 0, [Hrt46 Q300 B R 0E N 2T,
Layess [ G bamntry D
Table "y Sl

]|

=

[l@ mi pully

How can | get help with using the software?

There are documents and links on ESRI’s web site under “support’ http://support.esri.com/en/

ArcGIS Support: http://support.esri.com/en/

ArcDesktop help: http://help.arcgis.com/en/arcgisdesktop/10.0/help/index.html

Product documentation: http://resources.arcgis.com/content/product-documentation

Technical articles: http://resources.arcgis.com/content/kbase

About ArcGIS for Desktop: http://www.esri.com/software/arcgis/arcgis-for-desktop/index.html

An introduction to commonly used GIS tools:

http://help.arcgis.com/en/arcgisdesktop/10.0/help/index.html#/An introduction to the commonl
y used GIS tools/002s00000006000000/

4.2  CARIS HIPS (Hydrographic Information Processing System)
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Contributed by Cmdr. Izabel Jeck, Directorate of Hydrography and Navigation (DHN), Center
of Hydrography (CHM), Brazilian Navy, Brazil

4.2.1 Introduction

The purpose of this document is to present to the user the basic workflow of the
program CARIS HIPS (Hydrographic Information Processing System), version 7.0, to process
multibeam data.

HIPS is a suite of comprehensive hydrographic data processing tools that can be
used to process simultaneously multibeam, backscatter, side scan sonar, LIDAR and single beam
data. CARIS HIPS is a program developed by a Canadian company named CARIS
(www.caris.com).

To use this software it should be note the computer minimum configuration, this
information and any extra information can be obtained in the software documentation or in
CARIS web page.

4.2.2 Acknowledgements

This document was made with the contribution and the authorization of CARIS -
Universal System Ltd. Company, and further information can be obtained in www.caris.com.

4.2.3 HIPS Workflow

The figure below presents the software workflow.

T e
CUBE Workflow in HIPS

Process Subset Data

caris

Create a Vessel File (HVF): Setup the sensor locations and uncertainties in the vessel reference
frame.

Create a New Project: Setup the Project - Vessel - Day data structure.

Convert Raw Data: Raw data is converted into HIPS data format.
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Save Session: Save the current workspace (data and current view).

Sound Velocity Correction: Load and edit sound velocity profiles and apply the correction.
Load Tide: Load tide data from one or more tide stations.

Merge: Combine vertical and horizontal information to produce geo-referenced data.

Compute TPU: Utilize uncertainty values entered in the HVF in an effort to compute the total
propagated uncertainty of each individual sounding.

Define New Field Sheets: Define the map projection and location of the data.

Generate BASE Surface (CUBE): Merged data is used to produce CUBE surface.

Data QC: Sensors, such as navigation, gyro, heave, etc. are examined if problems have been
identified in the BASE surface.

Automated Filters: Filter soundings using swath geometry and/or according to IHO survey
order accuracies.

Process Subset Data: Validate CUBE surface and edit the geo-referenced soundings directly, on
many lines simultaneously, where the CUBE surface has been adversely affected by erroneous
soundings.

Recompute: Update the BASE Surface after the data has been edited and the surface has been
validated.

Finalize: Finalize BASE Surface to ensure designated soundings are carried through to
bathymetric products.

Create Product Surface: Produce a generalized product surface from the BASE Surface.
Contours: Use either the BASE Surface, product surface or tile set to output contours.

Sounding Selection: Use a height source for selection of a representative sounding set.

Export Data: HIPS soundings and surfaces can be exported to various formats for data transfer.

Before start the processing the user must know:
- dX,dY,dZ sensor offsets
- echo sounder used and number of beams
- sensor timing corrections
- sensor bias corrections
- positioning format (geographic or ground coordinates recorded?)
- have calibration offsets been applied?
- has vessel motion been removed?
- has remote heave been removed?
- has draft been applied?
- has sound velocity corrections been applied?

4.2.4 Project Data Tree and General Information

The Control Window displays the data in an expandable tree. This display is organized to reflect
the Project, Vessel, Day, Line directory structure. Data deleted from the Project tree is sent to the
Recycler folder as defined in an Environment variable in the Options dialog.

Project information can be viewed in the Project Properties dialog box. General project
information and information about the coordinate system is stored here. The project geodetics
can be transformed using this dialog box if required.
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Default Options

- Presentation and Performance

The default options can be accessed using the Tools > Options menu. The Options dialog box is
organized into six tabs.

The General tab controls zoom and pan factors, and settings for displaying sounding size, the
SVP location symbol and the navigation point symbol. The pick aperture setting determines how
close the cursor has to be to an item in order to select it. A number of other options can be
enabled or disabled in the General tab.

The Display tab controls the colour of lines and backgrounds in different parts of HIPS and
related editors.

Under the Display tab the user can configure the presentation of Geographic or Projected Grids
& Scale Bars for the HIPS Display window. Grids, which can be displayed as lines, ticks or
crosses, will be displayed, with a scale bar, appropriately for the current zoom factor. Under the
Units section users can configure the display units for their data.

All data in HIPS is stored in metres and so the conversion will be applied to the display of the
data.

- Directories and Environment

The Directories tab enables the user to modify the location of project dependent data files, either
one at a time or by using the Root Path, to set all the HIPS and SIPS data paths at once, if they
all have the same base path. This information is saved to the registry.

The Environment tab enables the user to modify the locations of the HIPS and SIPS support
information, such as the master file, symbol file, datum file, scratch location, etc.

By default, this information is located in the .\CAIRS\HIPS\System directory.

- S-52 and S-57

The S-52 tab controls the display of S-57 ENC data, there are options to select colours and
transparency for depth areas, symbols, contours etc.

The S-57 Environment tab controls the location of S-57 dependent configuration files.

- 3D View

The 3D tab controls the behavior of the keyboard and mouse controllers when navigating the 3D
View:

* Controller Type

- Terrain Flyer: navigate from the perspective of the height source.

- First Person: navigate from a camera view of the current 3D scene.

* Flight Speed: Controls the speed at which you move through the display during a fly-through.
» Zoom Speed: Controls how fast the view is changed when using the zoom controls.

» Smooth-Fly-To Speed: Controls how fast the view is changed when a user double-clicks an
area of the 3D View.

Open Background Information
Both vector and raster information can be loaded into HIPS as background information. This
option can be accessed using the File > Open Background Data.
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Layers Data Tree

The Control Panel displays the data in an expandable tree. This display is organized to reflect
the layers of data displayed in the HIPS Display Window. It is possible to toggle these layers on
and off using the check boxes in the Layers tab, and the draw order of the layers can be changed
by dragging and dropping the layers in the Draw Order tab.

Entire Fieldsheets can be turned off from the right-click context menu.

In order to select data such as track lines in the Display Window, the layer must first be
highlighted in the Layers tab of the Control Window.

Selecting Data in HIPS and SIPS

Survey lines can be selected by highlighting them in the Project tab of the Control Window, or
by clicking on them in the Display window. Multiple lines can be selected using the shift and
control keys. Lines can also be selected by dragging a box over the lines in the Display Window.
Selection in the Display Window can be done in two ways: Select by Range or Select by Lasso.
Lines cannot be selected when the cursor is in constant zoom mode. When in constant zoom
mode. To exit from zoom mode, click on the zoom icon or use the ESC key.

Other selection options are All in Display, All and Clear Selection.

Note: The Select by Range tool is depressed by default. If you are unable to select lines in the
Display Window check to see that this tool is selected.

Query Lines

Query Lines E

+ Generate report of line status and statistics
« Select Query fields and sort

All the information listed when a line is queried is calculated on-the-fly so it may take a few
minutes to list. The data is displayed in the Worksheet Window and the columns can be sorted by
clicking on any of the headings. By right-clicking on the headings and selecting Query Fields...
from the pop-up menu you can choose which fields are displayed. The options Select All, Copy
and Paste and Save As...allow the contents of the Worksheet Window to be taken into software
like Excel.

Right-click in the Display Window brings up a pop-up menu you can use to copy the geographic
coordinates of the cursor position to the clipboard.
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425 HIPS Workflow- Detailed

Vessel editor

The Vessel Editor is used to create and edit HIPS Vessel Files (HVF). The HVF contains
information necessary for combining all sensor data to create a final position/depth record.
Sensor information is used during the merge process. All sensor entries are time stamped,
therefore one HIPS vessel file can be used for the life of a vessel. If a sensor is moved or added,
the new offset information is given a new timestamp. The merge process compares the date and
time of the observed data with the date and time of the HVF sensor information to ensure that the
appropriate offsets for that time are used.

Note:

It is not possible to process sensor data time stamped prior to the earliest HVF timestamp, as the
program applies the most recent information.

The positions of the sensors in the HVF may not be the same as the actual configuration of the
vessel. For example, if sensors offsets are applied in the acquisition software, the HVF should
describe the “corrected’ position, not the actual position of the sensor.

The vessel editor can be accessed using the edit > vessel configuration...from the main menu.
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A list of existing projects will be displayed in the option file > open project, you can also create
a new project using file > new.

Note: Do not use spaces in the name of the project.

In the file > new, highlight the project created, click the Add Vessel... button and select the hvf
vessel file; click the Add Day... button. Select the geographic parameters for the project.

Note: Regions of the world appear in the Group list. When a group is selected, the user can
select from a pre-built set of map Zones. These parameters are referenced by the Map Definition
File (Hips\System\mapdef.dat). This file can be appended to if additional definitions are required
or another file can be selected by accessing Tool > Options from the main HIPS menu and then
selecting the Environment tab.

The user may also opt to have the program automatically select the appropriate UTM zone.
Define a geographic window for the project. The default region is the entire globe. If an existing
project in the area is open, the Current View button can be used to get the extents.

Convert Raw Data
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- Select the Conversion Wizard icon or File > Import > Conversion Wizard... from the menu
to start the conversion wizard.

- Select data format from the list of formats.

- Select the File selection type from the list, in this case RawData

- Select all the lines.

Raw data files are usually stored in PreProcess so this is the default location.

- Select the destination Project, Vessel, and Day folder for the converted

- Select the geographic reference system used for the acquisition of the raw data. If Ground
Coordinates are used, the appropriate zone definition needs selecting from the list. If Geographic
Coordinates are used nothing more needs to be set.

- Do not set Navigation or Depth filters. The Navigation filter is useful to restrict data to a
specific geographic region. The geographic region can be defined manually or by Project File
extents. The Depth filter is used to reject large bathymetric spikes that fall outside of the min and
max depths of the survey area.

The first five steps of the Conversion Wizard are the same for all data formats. From Step 6 the
wizard differs to accommodate individual requirements for each format type.

The <Back button can be used to check that no mistakes have been made in the settings. Once
the line data has finished converting the <Back button changes to << Restart.

Open Survey Data
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Once converted the data can be opened in the main interface.

The lines will be listed in the Contents window.

If side scan data was converted and resides in the same files as the bathymetry data then the
tracklines showing the vessel and towfish positions should both be selected.

Save Session

Save Session
= Save a file that remembers all the data you

have open

- Session file format, .wrk, includes:
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The session file is a text file located in the HIPS\Session directory. It consists of a series of data
objects in XML format describing:

» Workspace — Creator of the session, HIPS project name, creation and last modification times,
and location of the HIPS source data.

* View Extent — The last used window size and location.

* Project Data — Survey lines, CARIS files, background images, and field sheets.

Double clicking a session file in Windows will automatically open the session in HIPS.

Sessions should be used to efficiently organize the data that you are working with.

Having a series of small work areas as separate sessions instead of one large project will allow
for faster, more effective data access.
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Raw data formats such as Simrad contain two-way travel time and beam launch angles.
Producing a geographically referenced sounding position and depth from this data is a two-stage
process.

* The procedure for calculating the length and path of the sound wave through the water column
for each beam is called the Sound Velocity Correction (SVC).

The result is an along-track/across-track/depth for each beam.

» The Merge process (which is explained later) converts the along-track/across-track/depths into
latitude, longitude, depth by combining the ship navigation with horizontal and vertical offsets in
the HIPS vessel file.

The SVC algorithm calculates the ray path of the sound wave through the water column for each
beam. In order to do this the program needs to know several things:

* Any rotations that have to be applied to the sensor head — both static (i.e., setup and calibration
parameters) and dynamic (measured by the attitude sensors).

» The acoustic velocity of the water column. This information is loaded into the program as a
sound velocity profile.

There are different options for applying velocity information to a swath:

* Previous in time — This is the method traditionally used by HIPS, which applies the profile
taken immediately before the collected swath.

 Nearest in time — In this situation HIPS will apply the SVP with the time stamp closest to that
of the collected swath.

* Nearest in distance — Uses the position attributes of the profile to determine the nearest profile
to a given swath.

 Nearest in distance within time — Uses the position attributes of the profile to determine the
nearest profile to a given swath within a time window which the operator has to enter.

Note:

The profile selection methods listed above are made on a swath-by-swath basis and so it is
possible to have several SVPs used in the same survey line.

For Simrad data, the sound velocity and attitude corrections have been applied during
acquisition, and do not need to be reapplied.
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The process checks the HVF to see if the heave, pitch, and roll are set to Apply “Yes”. Since
Simrad has already corrected for Sound Velocity, it does not have to be re applied. Doing so
would skew the data.

Note that in this case there is no sensor called SVC to the Vessel File (hvf). This sensor would
need to be configured in order to apply (or reapply) sound velocity.

Sound Velocity Correction

SV Correction and Merge -
i\
Applied during SVC ?
“SVP (Z) . .
" Applied During Merge
ioaiind If SVC Applied If SVC Not Applied
Pitch
“Roll «Swath (X, ¥, time-error, ~Swath (X, Y, Z, time-error,
Roll, Pitch and Yaw) Roll, Pitch and Yaw)
~Waterline
“Gyro Gyro
e Dot “Navigation -Navigation
e Tiele “Heave
“Dynamic Draft «Pitch
“Roll
Tide
“Waterline
Dynamic Draft
* Used for SVG. yet nat appied to depths
www.caris.com caris

As stated earlier, some of the parameters that are usually applied in the merge process can be
applied during the SVC process.

If you sound velocity correct your raw data to produce a new observed depth, the merge process
knows what has been applied and will not reapply it as SVC is optional.

The following are taken into account during SV correction:

* Travel Time - angle observations

» Sound Velocity Profile

» All entries in the SVP section.

» Water line

» Dynamic heave, pitch and roll, along with any errors. Including pitch and roll induced heave
calculated from MRU lever arm offsets (X, Y and Z of motion sensor)

» Dynamic Draft - uses a table of speed versus draft values in the HVF.

» The Dynamic Draft values are only used to find the proper sound velocity layer to start SVC.
The draft values will be applied to the observed depths in the Merge Process.

Note: The dynamic heave, pitch and roll will only be applied if Apply is set to Yes in the HVF
for each individual parameter. However, the offset values for Roll, Pitch and Yaw entered into
the Swath/SVP will always be applied.

Tide Loading
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Tide data can be applied in two ways:

* The tide data from a single tide station can be applied to each survey line as a whole.

* Tide data from multiple tide stations can be compiled. The tide data is loaded for each part of a
line as determined by the zone the part falls into.

To define a tide zone several parameters are required:

« Zone boundary in geographic coordinates.

* The location of the primary tide station.

* Locations of up to 3 optional secondary tide stations.

* Time offset in minutes for each station.

* Range offset / tide scalar for each station.

* Outage limit in minutes controls when data will be extracted from secondary stations.

* Interpolation interval in seconds for final interpolated tide loaded into each survey line data
structure.

Note: When using data from multiple stations, a weighted average of tidal observations along the
survey line is generated. This only works if the information about the tide coefficients is given in
the tide zone file. The weight given to the tide data is inversely proportional to the distance
between the station and the swath data, which is why the zone definition file should include
latitude and longitude positions for tide stations.

To apply tide you have to select all of the lines and click on the Load Tide tool button or select
Process > Load Tide.

The tide weighting formula can be expressed as the following;

Ti = The tide value for the ith profile along the line

tx = The tide value from the xth tide station for the time and location of the ith profile
Wx = The weight of the tide value coming from the xth tide station

dx = The distance between the ith profile along the line and the xth tide station.

GPS Tide
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HIPS has the ability to use ellipsoid heights from GPS RTK instead of traditional tide data.

GPS Tide data is applied optionally as part of the Merge process. It is used as a direct
replacement for regular tide data. The vessel configuration is used as normal with respect to
transducer offsets, calibration values, application of heave, pitch, and roll, etc.

In order to apply GPS tide you first need to calculate it. This calculation is performed with the
Process > Compute GPS Tide... command.

To be able to use the GPS height information for tidal corrections, the separation between the
ellipsoid and the vertical survey datum needs to be known. When computing the GPS tide this
separation can be entered as a single value or a model file can be used. Two binary sounding
datum models can be used for computation of GPS tide:

* GEOID99

* EGG97 (European Gravimetric Geoid 1997)

Alternatively, an ASCII sounding datum model can be used. The data must be in the format Lat,
Long, Z, for example: -33.848326,151.192435,20.4

Not in all cases raw GPS height will be recorded in the raw data files. The used acquisition
system may already have made corrections on this data. To allow for this it, is possible to select
which terms of the GPS tide computation should be applied and which not. If a sensor has
already been applied on the GPS heights by the acquisition system, it should not be applied by
HIPS. Only corrections that are selected in the Compute GPS Tide dialog will be applied in the
computation.

Merge
Merge takes into consideration all of the horizontal and vertical offsets in the HVF to produce a

processed sounding.
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Parameters marked with an * have been applied in the SVC process. Some additional parameters
need to be selected as part of the Merge process. These include:

» Apply Refraction coefficients

* Apply GPS tide

* Smooth Sensor data

Compute TPU
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In order to generate TPU values for each sounding, the definition of uncertainty estimates for
each of the contributing sensor measurements has to be combined using a propagation
algorithm. The result is a separate uncertainty estimate for the depth, DpTPU, and horizontal
position of the sounding, HzTPU. The results are presented at the 95% confidence interval
which is equivalent to 1.96 x the standard deviation.

The compute TPU function must be performed after the Sound Velocity correction. Whether it is
applied before or after Merge will depend on your adopted workflow. When you compute TPU it
will always be done on the Observed depths, therefore tide and draught offsets will not affect the
values.

This calculation is performed with the Compute TPU tool button or Process > Compute TPU.
The TPU values will be calculated for the soundings based on the errors defined in the HVF, the
Total Propagation of Uncertainty algorithms and the survey specific uncertainty estimates
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Defining New Field Sheets

Field sheets are essential for the creation of Weighted Grids and BASE Surfaces.

Field Sheets can be created in locations other than the directory directly under HIPS.

To create a New Field Sheet the user can use the New Field Sheet tool button or select Process
> New Field Sheet.

- Enter a Name for the Field Sheet.

Note: Field Sheet names should be made up of alphanumeric characters only and should not
contain spaces.

- Enter a Scale.

- Leave the default values for the Horizontal and Depth Resolutions. This will define the
measurable accuracy of the coordinate and depth resolutions.

- Confirm the UTM Zone / Mercator

- Define Field Sheet extents by three ways:

1) Select the Current Display button to use the current display as the perimeter.

2) Define the extents with the mouse by clicking on the User Defined Area button.

3) Type in the coordinates for the bottom left and top right corners of the field sheet.

- Create a user defined Field Sheet large enough to accept all of the data in the survey area.

Once a new Field Sheet has been created it will appear as a new layer in the Layer tab of the
Control Window. The display of the Field Sheet name and outline can be controlled by the
Properties dialog box.

The Field Sheet icon in the Control Window is green, meaning that this is the active Field Sheet.
If you have more than one Field Sheet open then it is possible to change which is set as active.
This is achieved by right-clicking on the Field Sheet name in the Control Window and selecting
the Set as Active Field Sheet option from the pop-up menu.

The BASE Surface
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HIPS supports the ability to create three different surface types:

« the Swath angle surface,

» the Uncertainty surface, and

» the CUBE surface.

Through the BASE Surface Wizard the user can select which type will be created. The surface
types use different weighting algorithms to produce gridded images of the sonar data. All three
surface types will produce a smooth surface that retains the sonar resolution. The user also has
the ability to preserve shoal or critical values.

The CUBE surface is also a powerful, semi-automated cleaning tool that can be used to increase
processing efficiency. Both Swath and Uncertainty surfaces can also be used for cleaning to
some degree.

BASE Surface

When the cursor is moved over the BASE Surface, tool tips are displayed showing the value for
the nearest Base Surface node. This option can be toggled on/off in the Tools > Options menu
option under the General tab.

BASE Surface nodes can also be selected and queried. To query surface node values, enable the
display of the surface in the Control Window and highlight that layer. Left click and drag to
select an area of nodes. Select the Edit > Query menu option to have the XYZ values of the
selected nodes displayed in the Query window.

Note: To obtain the maximum BASE Surface resolution it is often best to create a small BASE
Surface and work upwards. If working with a single resolution the first BASE Surface you create
may be 1% of the average water depth. The other option is to create a surface with a resolution
that varies with the water depths of the survey area.

The initial BASE Surface may contain holes; the holes represent areas where the data was not
dense enough for the resolution selected. In such areas you can interpolate to fill in the holes.
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The Swath Angle BASE surface is a rasterization method specifically designed for multibeam
data. It is an accurate representation of multibeam data because it considers the actual geometry
of the sonar system. It does this in three ways:

Variable radius of influence - The radius of influence of each sounding is calculated from the
beam width of the selected sonar, and increases with depth and grazing angle. This addresses the
increase in footprint size with distance from the sonar head.

Range weighting - The range weighting for each sounding decreases with distance from a node.
This lessens the effect that soundings further away from the node will have on the BASE surface.
Grazing angle weighting - Errors in multibeam data tend to increase in magnitude in the outer
beams due to the longer ray path distances. This tends to magnify refraction problems and other
errors. The grazing angle weight function is applied to each sounding to reduce the effects of the
outer beam soundings on the BASE Surface.

This weight function is controlled in an ASCII file called GrazingAngleWeights.txt in the
HIPS\System directory. This file can be modified by the user
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Uncertainty Surface — Theory
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As mentioned previously, the horizontal TPU (HzTPU) and depth TPU (DpTPU) values are used
in the creation of an Uncertainty BASE Surface. When creating an Uncertainty BASE Surface
each sounding value will have an associated depth uncertainty and horizontal uncertainty. The
depth uncertainty that each sounding has increases with the horizontal distance from the surface
nodes. Therefore the greater the distance, the greater the uncertainty, and the less the sounding
will contribute to the node.

The point at which a sounding will no longer contribute to a node is dependent upon the IHO S-
44 Order selected. A sounding will only contribute to a node if the propagated vertical
uncertainty of the sounding does not exceed the vertical accuracy requirement specified by the
order.

CUBE Surface — Theory
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The CUBE (Combined Uncertainty and Bathymetry Estimator) Surface can be used as a cleaning
tool in the HIPS workflow, besides being an end product or for product creation.
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During the CUBE Surface creation, soundings are weighted and contribute to surface grid nodes
based on TPU values and distance from the nodes. The weighting method is similar to the
Uncertainty BASE Surface creation.

The CUBE Surface however, allows for multiple depth estimates or hypotheses to exist at a
single grid node, depending on the variation of the sounding data. CUBE then uses
“Disambiguation” to determine which hypothesis at each node is the most “correct”.

Users can verify, and if necessary override, CUBE decisions in Subset Editor. Once any
necessary edits have been made to the CUBE surface, the CUBE filter can be applied to the data.
Any sounding data that is not in agreement with the selected hypotheses will be flagged as
rejected.

Before generating a CUBE Surface, all lines to be included must be merged and TPU must be
computed.

- Highlight the field sheet name and then select the New BASE Surface tool or select Process >
BASE Surface > New.

- Enter a name for the BASE Surface.

Note: It is a good idea to give the grid a name that relates to the resolution. Do not use spaces or
non-alphanumeric characters.

- Enter a Resolution.

- Select CUBE for the Surface Type.

The Depth Filter can be used to limit the depth range of the generated surface to a specific
interval.

- Set 1HO S-44 Order.

- Select Density & Locale as the Disambiguation method.

- Click the Advanced button and ensure that the Default Configuration is selected on the
Advanced Options dialog.

- Ensure that the Initialization Surface option is deselected.

The Disambiguation method will determine the method CUBE will use to determine the most
likely bathymetry estimates. In this case it will use Density but if it is not confident in a selection
it will utilize the Locale method.

The Advanced Options tab allows users to select or define the parameters to be used for the
CUBE Surface creation. There are several pre-configured parameter sets available for selection.
The configuration selection should be made based on the water depths and seafloor complexity
of the survey area.

Note: Only experienced users should adjust or define the CUBE parameters. It is also possible
for CUBE can use an Initialization Surface to ensure that grossly erroneous soundings will not be
utilized in the CUBE surface creation. The CUBE surface will be visible in the Display window
and the surface child layers, which are created by default, will be added to the Layers tab.

The CUBE surface contains the following layers:

* Density: The number of soundings that contributed to the selected hypothesis.

* Depth: The depth estimation of the selected hypothesis.

» Hypothesis Count: The number of different depth estimations at the surface node.

» Hypothesis Strength: A value to describe how mathematically confident CUBE is that the
correct hypothesis was selected during disambiguation. Like Uncertainty, lower values are better.
* Mean: The mean of the soundings that contributed to the selected hypothesis.
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* Node Standard Deviation: The combined standard deviation of the soundings that contributed
to the selected CUBE hypothesis.

« Standard Deviation: The average standard deviation of the soundings that contributed to the
selected CUBE hypothesis.

» Uncertainty: The vertical uncertainty associated with the selected hypothesis. Lower
uncertainties are better.

» User Nominated: This layer indicates if the hydrographer has nominated a hypothesis during
hypothesis editing. This process will be explained further in a later exercise.

» Guide_Depth: This layer represents the depth values of the initialization surface but resampled
and displayed at the same resolution as the CUBE surface. This layer is only displayed if an
initialization surface was selected during the surface creation.

» Guide_Uncertainty: This layer represents the uncertainty values of the initialization surface
but resampled and displayed at the same resolution as the CUBE surface. This layer is only
displayed if an initialization surface was selected during the surface creation.

» Bounding Polygon: This layer is a coverage polygon representing the boundaries of the data.
The polygon includes the outer boundary of the data as well as an holes in the data.

The CUBE Surface can be shaded to assist in feature recognition. This and other image
manipulation tools can be accessed via the Properties tab. This window can be used to
manipulate the display of the various layers displayed in the Layers tab well as change the
Disambiguation method used in the CUBE surface Creation.

Furthermore, the layer selected in the Layers tab will be displayed in the Properties tab. The
following can be accessed when a BASE surface layer is selected:

» Colour Map and Colour Range — Control the display of images using Colour Maps (colours
defined by pixel values) or Colour Ranges (colours defined by surface values). Colour Maps
and Colour Ranges can be edited by click the Browse button to launch their respective editors.

» Transparency (%) — Set a transparency percentage to be applied to the display of the image.
This is useful when displaying multiple images in the HIPS Display.

» Depth Filter — Filter the display of surface nodes by specifying a minimum and maximum
depth value.

» Raster Legend — Enable the display of a Raster Legend to show the correlation between the
surface values and selected colours in the HIPS Display window.

» Shading and Vertical Exaggeration — Shade the image to bring out surface texture. The
shading can be changed by moving the sun symbol or entering values for Azimuth and Angle.
Use the Vertical Exaggeration option to control the apparent vertical height of the surface, as
this can also help to distinguish features.

Whether a surface is updated when changes are made in Subset Editor is defined using the “Keep
Up To Date” flag for a surface.

Data Quality Control
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Prior to surface creation the auxiliary sensor data has not been investigated. The BASE surface
can be used to highlight problems that may exist in the attitude and/or navigation data, problems
which can be addressed using the Navigation and Attitude Editors.

By relying on the gridded data to highlight problems in the auxiliary sensors, processing
efficiency can be improved, as the user is no longer required to investigate the motion and
navigation of each survey line.

Note: A survey line must be selected before any of the line editors can be opened.
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If changes are made to the navigation and/or motion data through the QC process it will be
necessary to repeat previous steps in the HIPS workflow. The workflow diagram displayed here
outlines the operations that need to be recalculated if changes are made.

Navigation Editor

The Navigation Editor lets you examine and clean individual position fixes as recorded by the
vessel’s positioning system.

- Select the first survey line in either the Control or Display Window.

- Select Tools > Navigation Editor or click on the Navigation Editor button in the Tools toolbar.
The Navigation Editor tab will be added to the Control window. This tab has four areas
containing navigation editor controls:
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» The General section allows the size of the navigation fixes to be changed. You can also specify
if you want the points to be connected. You can select to display the graphs vertically or
horizontally, and choose whether the minimum and maximum values displayed are for the entire
line or the current view.

» The Interpolation method section determines the interpolation method used. This can be
either linear or a tight, medium, or loose bezier curve. These are explained on the next slide.

» The Spike detection sections contain controls for finding speed jumps or time jumps.

* The final section deals with the Number of points that are displayed in the Display Window,
this can either be based on a zoom factor or a fixed value. Users may also enable the display of
Gyro Indicators and set the length and colour to provide an visual indication for the direction that
the survey line was run.

When checking navigation, keyboard shortcuts can be used to speed up the procedure.

Navigation Interpolation:

Position observations do not usually occur at exactly the same instant in time as a depth
observation (ping). It is also unlikely that there is a position for every ping.

In most cases it will be necessary to interpolate positions to match the times for each ping. The
interpolation method is set in the Interpolation method section of the Navigation Editor tab.

The default method is Linear, where interpolation between each successive position is obtained
by simply connecting the positions with a straight line. Linear interpolation is suitable when the
original navigation positions are clean and do no significantly deviate from the neighboring
positions.

The other three options (Loose, Medium, Tight) are various degrees of Bezier Curve. In these
cases the line of interpolation will not follow the navigation positions exactly.

Edit Navigation:

There are four main edit functions that are used when editing data in the navigation or attitude
editors.

» Accept - This will change the status of all selected sounding positions to Accepted. This can
also be activated using the A key as a shortcut.

* Reject - Break Interpolation - This will reject selected sounding fixes without trying to
interpolate their position. (Navigation for the pings is interpolated from the navigation data.)
This function causes all soundings between the navigation fixes immediately before and after the
gap to be rejected. Use B as a the shortcut key.

* Reject -With Interpolation - This rejects selected navigation fixes but interpolates a position
over the gap. This can also be activated using the W key.

* Query - This gives the details of the fixes in the Worksheet window. The data can then be
sorted in ascending or descending order by double-clicking the column heading. This can be
useful for finding jumps and spikes. The Q key can also be used.

The whole line can be queried by right-clicking and selecting Query Line from the popup menu.
This information is in memory, so it lists quickly, and the data can be pasted or saved as a text
file for use in other software.

Attitude Editor
The attitude editor is used to display and edit sensor information.
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You have to select a line, and then select the Attitude Editor tool button or Tools > Attitude
Editor.

Gyro, Heave, Pitch and Roll sensor information is displayed by default. More sensors can be
added by selecting them from the available sensors list, which can be accessed from the Tools >
Sensor Layout menu.

Other sensor data could be GPS Tide, Side Scan Gyro, ROV Altitude etc.

The four default windows in the Attitude Editor display time series graphs for Gyro, Heave,
Pitch and Roll. The tools to manipulate this data are available in the Control Window under the
Attitude Editor tab.

When the cursor is placed on one of the time series graphs, the value is displayed as a tool tip.
Gyro data in CARIS HIPS is displayed as a positive value when a clockwise rotation is
experienced.

Heave data in CARIS HIPS is displayed as a positive value when the vessel is heaved upwards.
Pitch data in CARIS HIPS is displayed as positive when the vessels bow is down. Roll data in
CARIS HIPS is displayed as positive when the vessels starboard side is up.

Filtering:

The Moving Average option works by averaging data within a window. The window size can be
based on seconds or number of data points. Increasing the size of the window increases the level
of smoothing.

The Fast Fourier option takes out all frequencies which have a shorter wavelength than the box
size set in points or seconds.

The Threshold option sets the cut-off value as a multiple of the standard deviation. The cut-off
value is applied to the difference data. The Difference between the filter line and the sensor data
is then calculated. This difference will be greater in areas in which local variability is high. Any
difference values outside of the threshold limit will be rejected with interpolation.

Filtering can be applied in three ways: either the present screen only, filter to the end of the line,
or filter the whole (selected) line. Filtering can be applied with or without interpolation. As in the
Navigation Editor, sensor values may be Queried, Accepted, Rejected (with interpolation), or
Rejected (break interpolation).

Motion data that contains high-variability noise can be addressed by using the smoothing routine.
Smoothing parameters will be stored separately and applied during Sound Velocity Correction.

Swath Editor

The Swath editor is used to view and edit the multibeam swath data. This can be either a manual
process or a semi-automated one using filters based on knowledge of the data.

After select the first survey line in the Project tab of the Control Window click on the Swath
Editor button or select Tools > Swath Editor.

The Swath Editor has several windows:

» Swath Editor tab - A new tab appears in the Control Window, containing a number of sub-
panels that are used to manipulate the data in the Swath Editor.

* Plan View - Displays the beams and swaths in plan view. The bottom of the display is the start
of the line. The scroll bar can be used to page through the data.

* Side View - This is an along track profile of all the swaths in the Plan View viewed from the
starboard side, so that forward is to the right of the window.
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* Profile View - This view represents a single swath at a time viewed from the rear. The scroll
bar can be used scroll through the individual profiles.

» Rear View - This is the data displayed in the Plan View window viewed from the rear of the
ship.

» Amplitude - If the sonar data contains intensity information then it can be displayed in this
window. This view can assist in feature recognition.

3D View - In addition to image manipulation in the 3D View, the data can be selected, rejected,
queried and accepted.

Subset Editor

The Subset Editor is activated by either clicking on the Subset Editor icon or by selecting Tools
> Subset Editor > Open from the main menu.

A new Subset tab will appear in the Control window, and an additional toolbar will be displayed.
The cursor in the Display Window will change to crosshairs to define the outline of the subset to
be edited.

To define a subset drag a box around the data to be included using the left mouse button.

The subset outline can be rotated by holding down the Ctrl key while drawing. The subset can
also be resized by dragging the corner anchor points.

The yellow 2D profile window can be resized or moved by dragging the anchor points.

To move the 2D slice along the subset use the keyboard arrows.

The toolbar has the following options:

* 2D and 3D windows can be toggled on and off.

* The status of subset tiles can be set to incomplete, partially complete or complete.

» The subset can be locked, so that the no accidental resizing, moving, and rotation can take
place causing a redraw. The subset can also be locked by pressing the <L> key.

The Subset Editor tab has the various Subset Editor items organized into a Data tree. By
selecting the items in the Data tree, the corresponding properties will be displayed in the
Properties section of the Subset Editor tab.

Subsets should not be too large. If they contain too many soundings they will take too long to
open.

Editing windows:

The user can pan (middle mouse button) and zoom in/out (Crtl+right mouse button) on the 2D
View. Other functionality includes:

» The View Direction of the data in the window is relative to the subset orientation. The yellow
arrow on the subset outline in the Display points towards the top. The view direction should be
selected with this in mind. Select Automatic to always have the 2D View display along the
longest edge of the slice.

* Set the display by selecting Auto Exaggeration, min/max values or by adjusting it manually
using the Vertical Exaggeration in the 2D View. You can also choose to Include Rejected
soundings in the scaling. Soundings can be displayed as digits and graticule labels can be turned
on and off.

The 3D View is controlled in the same way as the 3D View for the Swath Editor. There are
however functions that are specific to the Subset Editor.

» The Data Display options allow for the 3D view display Type to be set as Points, Spheres,
Cylinders, Surface or Surface Wireframe. The Subset Outline and 2D view slice can also be
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enabled for display in the 3D View. 3D Dynamic SKkip reduces the number of points displayed
while the 3D View is being manipulated by the user.

» Under the Controls the user can Allow rotation under data. This allows the operator to rotate
the data beyond the horizontal and view the underside of the sounding data. The display of the
Compass, Lighting and Exaggeration can also be enabled/disabled.

Recompute the BASE Surface

Recompute the BASE e
+ Use the Recompute function to rebuild a BASE
Surface s
— Recalculate node values using only accepted ﬂ
soundings

www.caris.com Caris

After you have finished editing the data in the Subset Editor and exited out, or cleaned the
bathymetry using the Surface filter, the BASE Surface may appear outdated. This is indicated by
a red exclamation mark on the BASE Surface icon in the Session tab of the Control Window.
The Recompute function enables quick recomputing of a BASE Surface to update any changes
that have been made.

If all manual edits had been performed in the Subset Edit with the Automatic BASE surface
update option selected under Tools > Options the surface would already be up-to-date and
would not need to be recomputed. Automatic BASE surface update recomputes small sections
of the surface as the user moves across the point cloud in Subset Editor.

If the surface is outdated select the BASE Surface from the Control Window, right mouse click
and select Recompute from the pop-up menu.

All changes made during the editing process will be applied to the BASE Surface.

The data should now be geo-referenced and cleaned.

The HIPS data can now be used to create bathymetric products. These are generated in the Field
Sheet Editor.

Bathymetric products include Selected Soundings, Contours and others.

Product Surface

The first step to generating smoother contours is to create a Product Surface. The Product
Surface maintains the designated soundings from the finalized BASE Surface and can be used to
create more cartographically correct contours. A generalized surface is created by rolling an
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imaginary ball over the BASE Surface. The user can specify the scale and radius of the ball. The
ball will be rolled over the surface at the interval defined by the resolution.

The Product Surface is activated highlighting the Field Sheet layer and selecting Process >
BASE Surface > New Product Surface.

Sounding Selection

It is impossible to display all soundings produced by a multibeam survey on a map or chart and
maintain legibility. The selection of soundings that appear should be dependent on chart scale
and purpose. Soundings can be created from a Tile layer or BASE Surface.

Click on the Create Sounding Layer icon or select the Process > Products > Soundings >
New Sounding layer.

Soundings can be displayed in two ways, the soundings can be engineering style, with decimals,
or they can appear as slanted soundings with drop decimeters.

Note: In most situations it is wise to use the same data source for soundings and for contours.
This removes the possibility of producing soundings on the wrong side of contours.

Contouring

Contours are created using a three step wizard.

Open the Contouring wizard by clicking on the New Contour Layer icon or by selecting the
Process > Products > Contours > New Contour Layer.

Contouring from different sources produces different results. The BASE Surface (swath angle
method) is a mean surface, whereas tiles or bins can be shoal-biased. If you are creating products
that will be used for navigation then a bin or uncertainty BASE Surface maybe a more
appropriate source for building contours.

- Select the Depth layer of the generalized Product Surface as the height source.

- From the Standard Contour tab select an interval.

- The Theme Number will determine how layers are named and organised, this information can
be used by CARIS GIS to differentiate the data.

Export Data

* CARIS HIPS and SIS~ [aydney St Export Data ﬁ

+The export wizard supplies a
variety of export options for
multibeam data:

— CARIS Map

— ASCII files

— GSF, HOB, HTF
— Images

s caris.com caris
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This will launch the Export Wizard. There are various export options available. Data, grids, and
images can all be exported using this wizard.

The BASE Surface generated in HIPS can be exported to image file or ASCII file. The user can
specify the units for the exported depth values and additional sounding information can also be
exported as optional attributes.

The depth can be exported as an ASCI| file.

4.3  Generic Mapping Tools (GMT)

Generic Mapping Tools (GMT) (Wessel and Smith, 1998) is a collection of open source
mathematical and mapping routines for use on gridded data sets, data series, and arbitrarily
located data. The GMT package is available for download from the University of Hawaii
website (http://gmt.soest.hawaii.edu/).

4.4  r2v, Surfer, Global Mapper
Contributed by John Hall, Geological Survey of Israel (Retired), Israel

Recent compilations of the Caspian Sea and the Red-Arabian Seas illustrate the preparation of
high  resolution grids using the r2v  (www.ablesw.com), Global Mapper 12
(www.globalmapper.com), Surfer 9 (www.goldensoftware.com) software.

An overview of each of the packages follows:

4.4.1 Able Software Corporation's r2v (raster to vector)

A license for r2v costs $395 for an academic user, or $795 for non-academic. A USB dongle is
now employed. As used for bathymetry, a scanned map is geo-referenced, either using Global
Mapper (more convenient), or r2v. Once a .tfw (true world file) exists, r2v can work in map
coordinates, which are usually Mercator. Very few of r2v's capabilities are used for this work.
Mainly the automatic line following is used, following conversion to grayscale, and then contrast
selection to accentuate contours while eliminating background. The program will rapidly follow
a line until a gap or branch is encountered. One then toggles to manual mode, passes the
obstruction, and continues in automatic mode. The program gives complete control over the
nodes, adding, moving, smoothing, deleting, and joining. Use of the F2 and F3 keys allows
almost unlimited magnification for very steep slopes. Navigation across the map is very easy.
Contour values are easy to apply, either individually, or by identifying a beginning value and
increment and then drawing a line across sequential contours. For complicated contours it is
possible to color code the contours. Output of r2v is generally via a .dxf vector file, or as .xyz
points, although other formats are available. The program is also able to digitize points, but each
point requires a number of steps. Dr. Ted Wu is the owner of Able Software and readily answers
questions. A trial version of r2v can be downloaded.
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4.4.2 Global Mapper Software LLC - Global Mapper 12

A license for Global Mapper 12 is $349, and somewhat less expensive for multiple licenses.
Global Mapper was started in 1991 by Mike Childs, who is very responsive to additions and
modifications to the program, which undergoes regular improvements. In short, GM12 is a
comparatively easy to use program which deals with a wide variety of raster images, grids and
vectors, especially those available on the Internet. It deals with a continually increasing number
of projections and datums, as well as formats, and allows speedy conversion between them. For
our purposes, GM12 allows rapid geo-referencing of charts, rapid TIN display of .xyz files
prepared by r2v, projection change of .dxf files, rapid display of multiple grids, superposition of
various raster and vector layers, highspeed input of grids (ASTER-GDEM, SRTM, SRTM30-
Plus, GEBCO_08, IBCAO etc.), and their manipulation (cropping, clipping, translation, scaling,
offsetting etc.). Global Mapper has a tight non-lossy grid format (.gmg).

Global Mapper also offers display and logging of GPS data, draping of imagery or maps on grids
with 3-D display, digitization tools, contouring, view-shed and water-shed analysis, screen
capture, topographic profiles with slopes, palette construction, shading options etc. It has also
become an important connectivity and display tool for sophisticated multi-platform users of
programs such as GMT, ArcGIS, CARIS, and IVS Fledermaus. Two features lacking on Global
Mapper are the ability to convert .dxf files to xyz (which can be done with the free program
dxf2xyz from www.guthcad.com), and the use of degrees minutes and seconds for geographic
coordinates output to .csv format. This is important for merging new digitized contours and
shorelines with the spot soundings digitized years ago, to form a single file for interpolation by
Surfer. The work-around of course is to use Cartesian meridional parts for Mercator maps, or
else UTM coordinates.

4.4.3 Golden Software Inc. Surfer® Version 9

A license for Surfer's latest version 9 is $699. Global Mapper has the 3-D display, contouring
and hypsometric shading and palette selection capabilities of Surfer. However Surfer is the
program of choice for interpolation of grids from the tens of thousands of points generated by
r2v and the historical digitization of soundings. The Surfer gridding interface allows rapid
investigation of the input files, and the Filter Data function deals with duplicates as well as
averaging points that are so close that steep gradients would be formed.

Grid Construction

As an example, over 55% of the Mediterranean has now been mapped with multibeam sonar.
The MediMap Group (http://www.ciesm.org/marine/morphomap.htm) has pooled their data and
it is currently available within the group at a node spacing of 500 m. Efforts to decrease this
spacing has apparently been opposed by commercial interests. Basically this coverage is
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sufficiently good to make a first pass at a 0.1' grid for IBCM-I1. Israel is now concluding a
decade of pro-active mapping with a Kongsberg-Simrad EM1002 owned by John Hall, installed
on the Israeli government vessel R/V Etziona. Over 10,000 km? of the Mediterranean offshore
have been surveyed, from minimum depths of 15 m to about 700m with the EM1002, and then
recently out to 1,600 m depth with a rented L-3 ELAC Gmbh SB3050 system. While the Israeli
government regards the digital data as classified, grids of 100 m on the shelf and 50 m in deeper
waters are available. Hopefully this will encourage other countries to allow use of higher
definition deep water data.

The seas that are of interest follow, in order of size etc.:

Water Body Total Area Max Depth Shoreline Countries
Mediterranean 2,966,000 km? 5267 m 46,000 km 22
Red Sea 438,000 km? 2211 m 11,254 km 8
Black Sea 474,000 km? 2206 m 4,340 km 7
Caspian Sea 371,000 km? 1025m 6,397 km 4
Persian Gulf 251,000 km? 90 m 3,334 km 8

Russian charting at about 1:200,000 covers the periphery of all these bodies. Thus grids can be
obtained by first taking the land coverage at 30 m from the latest ASTER-GDEM. These come in
one degree squares (called granules) and can be downloaded, up to 2000 at a time, from
http://wist.echo.nasa.gov/api/. It is necessary to register, and after choosing and verifying the
coverage wanted, one receives a verification and link to an ftp site. The granules can be quickly
downloaded with an ftp client program like Filezilla (http://filezilla-project.org). The files consist
of the height values (.dem format) and the number of scenes used (.num). Global Mapper 12 will
rapidly ingest the height data while ignoring the .num component, and can then output single
.gmg grid files with the data for the overall area. The next step is to remove the data over the sea.
This can be done by using Tools>Control Center> Options>Alter Elevation Values to reject
anything below 0.1 m. While this will generally work, sometimes the alternative is to single out
specific granules and crop them using an area boundary in Global Mapper or a blanking file in
Surfer. Such a file is usually the 0 m contour from the digitizing done in r2v.

The clipped ASTER-GDEM file gives a pretty good indication of where the land is, and for
checking the marine data which often is pre-WGS84 or WGS72 datums. Older Russian charts
sometimes referred to the Russian Pulkovo S42 datum of 1942, or in the case of early British
surveys, relative to one of the 700 datums used in UKHO surveys. Global Mapper's ability to
overlay and translate charts can correct some of these geodetic displacements.

The next step is to geo-reference the 300 dpi color scans of the charts, one at a time, using
Global Mapper. The georeferencing can be checked by bringing up
Tools>Configure>General>Grid Display>Lat/Long Grid and specifying the map graticule
interval. Visual inspection will then indicate the quality of the georeferencing. General four
corner control points will suffice, but for a long body like the Red Sea, perhaps as many as 20
points may be necessary. Using File>Export Raster Image Format>GeoTiff allows export of a
GeoTiff with .tfw true world file that can be used in r2v. At present 92 different projections can
be used. Generally it is best to use Cartesian coordinate like meridinial parts or UTM.
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Within r2v the coastline and available contours are digitized and their depths noted. Where inset
charts at larger scale are available, the spot soundings were separately digitized, and data from
them can be digitized separately and then later merged by loading the larger scale .dxf contour
file into the smaller scale chart. Where necessary, spot soundings can also be picked up. In order
to seamlessly place the bathymetry under the land coverage, the high elevations shown on the
navigational chart may be digitized so that the kriging process will apply a landward slope
commensurate with the actual topography. Inshore contours at 3, 6, 10, 20, and 50 m are often
almost continuous, so that the shallows are reasonably well represented. For the southern Red
Sea, where there are numerous reef areas indicated from space imagery, fictitious contours at 20
and 3 m depths help to define the reefs. In general, where ships travel, the hydrographers have
soundings, but of course, regardless of what the final grid spacing is, the results must be clearly
marked as "Not To Be Used For Navigation.”

Coastal navigational charts generally overlap one another, so if each is digitized and then
interpolated to a grid, their grids can later be cropped and stacked appropriately within Global
Mapper for output as the final grid. In the case of the Red Sea, UTM grids were interpolated at
100 m for Zones 36 and 37. Global Mapper keeps the grids at the finest scale used, so with
ASTER-GDEM 30 m data the default output would be 100 m.

REFERENCES

Carron, M. J., P. R. Vogt, and W.-Y. Jung. 2001. A proposed international long-term project to
systematically map the world’s ocean floors from beach to trench: GOMaP (Global
Ocean Mapping Program). Int. Hydrographic Rev., 2, p. 49-55.

Doytsher, Y., and Hall, J. K., 1997. Gridded affine transformation and rubber-sheeting algorithm with
FORTRAN program for calibrating scanned hydrographic survey maps. Computers &
Geosciences, 23(7), p. 785-791.

Hardy, R. L., 1971. Multiquadric equations of topography and other irregular surfaces. J.
Geophys. Res., 76(8), p. 1905-1915.

Hall, J. K., Schwartz, E., and Cleave, R. L. W., 1990. The Israeli DTM (Digital Terrain Map)
Project. In: Microcomputer Applications in Geology, Il (J. T. Hanley and D. F. Merriam,
eds.). pp. 111-118.

Computers and Geology, Vol. 6, Pergamon Press, New York. Computer program on diskette as part
of the COGS (Computer Oriented Geological Society) public-domain library.

Hall, J. K., Udintsev, G. B. and Odinokov, Yu. Yu., 1994. The bottom relief of the Levantine Sea. In:
Geological structure of the North-eastern Mediterranean (Cruise 5 of the Research Vessel
'‘Akademik Nikolaj Strakhov'). (V. A. Krasheninnikov and J. K. Hall, eds.), p. 5-31. Historical
Productions-Hall, Jerusalem, April 1994.

95




Vogt, P. R., W. -Y. Jung, and D. J. Nagel, 2000. GOMaP: A matchless resolution to start the new
millennium. Eos Transactions, American Geophysical Union, 81(23), p. 254, 258. June 6,
2000.

96




Chapter 5.0 Gathering Data

There are many types of geophysical data available for free download from the internet. In this
chapter we show where to obtain data useful for researchers desiring to create grids from
publicly available bathymetric data.

5.1 NGDC and IHO DCDB Bathymetry Data
Contributed by Susan McLean, National Geophysical Data Center, USA

The National Geophysical Data Center's (NGDC) mission is to provide long-term scientific data
stewardship for marine geology and geophysical data, ensuring quality, integrity, and
accessibility. This includes archiving and making available bathymetric data collected by
NOAA, UNOLS (University-National Oceanographic Laboratory System), other US government
agencies, and foreign entities. These data include ocean multibeam and single beam surveys,
coastal multibeam and single beam surveys (hydrographic surveys), and digital elevation models
compiled from various data sources. NGDC is co-located with the International Hydrographic
Organization Data Center for Digital Bathymetry (IHO DCDB) which serves IHO member states
and the international community by archiving and providing access to global bathymetric data.
Both Centers provide ancillary data files essential to bathymetric data processing. These files
include metadata records, sound velocity profiles, navigation files, tides files, and ship logs.
When provided by the chief scientist, survey derived products are also made available. However,
the bulk of data archived and available to the public are raw multibeam files.

Availability of the raw data allows scientists to edit the data to any specification. Raw multibeam
data require a multibeam reader/editor to produce products which are more widely interoperable.
Since manipulating the raw data files can be time consuming, the centers offer products which
are already edited and in a format readable by many desktop applications. One such product is
the Bathymetric Attributed Grid (BAG) file. BAG (http://www.opennavsurf.org) is a gridded,
multi-dimensional bathymetric data file.

5.1.1 Discovering and Identifying Data

NGDC’s Bathymetry Data Viewer (http://maps.ngdc.noaa.gov/viewers/bathymetry) (Figure
5.1) is an interactive mapping application that allows discovery, identification, and access to
bathymetry data archived at NGDC. Here we describe how to interact with the map to identify
and obtain data from the NGDC website.
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Figure 5.1 NGDC Bathymetry Data Viewer, displaying Multibeam Bathymetry Surveys. Surveys are color-
coded by year (newer surveys are green and older surveys are orange).

Navigating the map:

Click and drag to pan the map.

Use the zoom slider to zoom in/out, or shift-click and drag to zoom into a box.

Toggle the different basemaps with the “Select Basemap” drop-down menu.

Toggle the boundaries/labels and graticule with the “More...” drop-down menu.

Switch to an Arctic map projection with the button in the lower-left.

Toggle the various data layers with the checkboxes in the right panel. The available layers are:
Multibeam Bathymetry surveys (shown in Figure 5.1)

Trackline (single-beam) Bathymetry surveys (shown in Figure 5.2)

NOS Hydrographic Surveys for U.S. near-shore areas. The user can toggle Digital Surveys,
Analog Surveys, and Bathymetric Attributed Grids (shown in Figure 5.3)

Digital Elevation Models (shown in Figure 5.4)

DEM Hillshades: shaded-relief visualization of DEMs (also shown in Figure 5.4)
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Figure 5.3 NOS Hydrographic Surveys
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Figure 5.4 Extents of Digital Elevation Models, with shaded-relief visualizations.
Identifying data:

Click on the map to identify data at the point clicked.

Alternatively, a user may define a rectangular area using the ¥ tool to draw a box on the map,
or the ¢ tool to define a latitude/longitude extent.

A popup will appear, displaying data near that location (Figure 5.5).

Multiple surveys may be returned near where user clicks; mouse over the list to highlight the
surveys on the map.
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Figure 5.5 After clicking near the Hawaiian Islands, 5 surveys have been identified. EX0909 is highlighted on
the map.

Zoom to the extent of a survey using the magnifying-glass icon.
Click “Show Summary” to view a summary of all surveys in the list.
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Figure 5.6 Attributes shown for survey EX0909. For multibeam surveys, click on “Cruise File List” to go to a
page where data can be downloaded (described below).

Click on a row to display additional attributes for that survey (Figure 5.6).
A user can follow the link to go to a page where the data can be downloaded.

Downloading Data:
After clicking the download link from the map, a list of Multibeam data files is shown (Figure
5.7) and can be downloaded either individually, or as one large package. Shown below are

download pages for NOS Hydrographic Surveys (Figure 5.8), Trackline Bathymetry (Figure
5.9), and Digital Elevation Models (Figure 5.10).
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Figure 5.7 Multibeam Data download page.
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& NATIONAL GEOPHYSICAL
‘o DATA CENTER

Office of Coast Survey

Survey Product List

These data are not to be used for navigation,
For navigation please refer to NOS Mautical Charts,

Dawrdoads may take 3 long time, depending on fife size and data transfor rates.

File

File Mame (click to view/download) Size

FGDC Metadata ----

gqov.noaa.nos:H11272

Descriptive Report ———-

31

.0
H11272.pdf ME

Bathymetry Attributed Grid (BAG) ----

Data Select Data

O 12.4
H11272 10m Combined MLLW 3of3.bag.qz MB

0.2

[0 H11272 10m MLIW Zof3.bag.gz MB

Figure 5.8 NOS Hydrographic Survey download page.

Description

MNOAASMNOS FGDCfRSE metadata record
Usually presented as an =ML document, which
captures the basic characteristics of a data or
information resource.

MNOAASMNOS Descriptive Report in PDF format
The report may be viewed using a free Adobe
Reader.

[ select # Unselect All BAG files for conversion to XYZ text format. [ check here to include Uncertainty

NOAA/NOS Bathymetry Attributed Grid (BAG)
file

The BAG is a gridded, multi-dirmensional bathyrmetric
data file. (http:ffwww opennaysurf.org/).

Free Viewer

NOAA/NOS Bathymetry Attributed Grid (BAG)
file

The BAG is a gridded, multi-dimensional bathymetric
data file. (http:ffweww opennaysurf.org/).

Free Viewer

BAG files are available for this survey.
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@ NATIONAL GEOPHYSICAL
' DATA CENTER

* DATA SEARCH *  Surwey: 31933001 FET:GE174122  Z011/12/14
DATABASE: Marine Trackline Geophysics Data
searching for analog and digital data

Geophysical Data Summary in nautical miles

U3 Nawvy Nawval Oceanog
Survey Haw Bath Mag Grav Seismics sz/ref wil7-recs data

GEODAS Search Complete!
1.2 Megabytes needed to store standard MGDT7 data from this SEARCH

Digtal Data with Format Options

disclaimers | guestions

website of the US Dept of Commerce/NOAAMNESDIS/NGDC, last update Jan 10, 2006
page mantained by Dan.B.Metzger@nogsa.gov

Marine Trackline Data

Figure 5.9 Trackline Bathymetry data download page (GEODAS).
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) NATIONAL GEOPHYSICAL
.g DATA CENTER
_ ] !

NGDC Coastal DEMs E

Mame
States
Region

Extent

Date Completed
Tyee

Hovizonts! Daturn
Frojection
Vertica! Daturn
Coverage

Cell Size
Registration
lYersion

Source

Froject

Contact

Start Mew Search

Santa Monica, CA 1/3 arc-second MHW DEM

Santa Monica

Califarnia
West Coast
34.2
N
+
-119.14 W+ ; +E -117.8
33.2
2010-03-12

Tsunarmi Inundation

WS 54

Geographic

MHW {rmeters)
Bathy-topao

1/3 arc-second

Grid-node

1

MOAS S NGO [ MGG
MOAA Tsunami Inundation

Barry W Eakins @ NOAS S NGDC

The Santa Monica MHYY DEM covers the coastal area surrounding Santa Monica, California including the communities of Los Angeles, Malibu, Marina del Rey,
Redondo Beach, Long Beach, and Huntington Beach. The coordinate boundaries are 117.80% to 119.14%W and 33.20°N to 34.20°N.

ETCPO Simple
BoundariesLabelz Graticule

Channel
Islands

Downloads

DEM Development Repart (20.7 MB, pdfi
Santa Monica CA 1-3 arc-second MHW DEM.zip (490.9 MB, ESRI Arc ASCI
DEM Metadata Record

Related DEMMs

Santa Monica, CA 173 arc-second MAYD 88 DEM

DEM Restrictions

WARNING: DEM not to be used for navigation.

How to cite this DEM

Flease cite the DEM development report.

Imagery 1

3

Figure 5.10 DEM Download Page. Data is provided in ESRI Arc ASCII format.

5.2 JAMSTEC Data

Contributed by K. M. Marks, NOAA Laboratory for Satellite Altimetry, USA
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Many types of geophysical data are available for download from the JAMSTEC website
(http://www.godac.jamstec.go.jp/cruisedata/e/), which is shown in Figure 5.11. Users who make

use of the JAMSTEC website are requested to register on

https://www.godac.jamstec.qgo.jp/cruisedata/e/userReqistS.html. Here we demonstrate how to

obtain multibeam data from the JAMSTEC website.

@ JAMSTEC Data Site for Research Cruises
TAMSTEC BAlFE =59

JAMSTEC Top Page » Databases > JAMSTEC Data Site for Research Cruises

JAMSTEC operates research vessels and submersibles for various area
and objectives. At this site JAMSTEC disseminates the data and samples
that have been obtained via its research cruises. Cruises are arranged in
vessels, years and cruise codes. Links to the page for each data and
sample are posted on the related cruise page.

This site posts the data and samples from JAMSTEC fleets; Natsushima,
Kaiyo, Yokosuka, Kairei and Mirai, and submersibles operated on these
vessels. Data and samples from submersibles are found on the data page
of the related vessel.

Please read the "Terms and Conditions" page before using the data or
samples on this site. For the off-line data or samples, please refer to the
"Application for Data and Samples" page.

« 2010/10/08 NT10-13 LegZ was registered.
+ 2010/10/07 K¥Y10-11 Legl was registered.
= 2010/10/01  KY10-10 was registered.

data were registered.
+ 2010/08/30 NTO8-20: XBT data was registered.

+ 2010/09/30 XBT data and Bathymetry data were registered.
NTO8-19, NTO8-21 Legl, Leg2

+ 2010/08/30 KY08-09: CTD data and XCTD data were registered.

+ 2010/09/30 KRO8-11: XBT data, XCTD data, Bathymetry data and Three
component magnetometer data were registered.

+2010/09/30 KRO8-10: XBT data, Bathymetry data, Three component
magnetometer data and Proton magnetometer data were registered.

»+ 2010/09/30 YK10-0B was registered.

© Japanese

Data Policy JAMSTEC Top Page

Terms and Conditions | User Registration | Application for Data and Samples | Contact Us

NATSUSHIMA
data archives

KAIYO
data archives

YOKOSUKA
data archives

MIRAI
data archives

KAIREI

[ What's new __m data archives

Search by Area
{ JAMSTEC Data Search Partal )

+ 2010/08/30 YKO8-EDB: Three compeonent magnetometer data and Gravity

Site Policy | Privacy Policy

Copyright 2008 Japan Agency for Marine-Earth Science and Technology

© JAMSTEC 553

APAN AN PR MARINE-EARTH SCEMCE AMD TECHMOUIEY
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http://www.godac.jamstec.go.jp/cruisedata/e/
https://www.godac.jamstec.go.jp/cruisedata/e/userRegistS.html

Figure 5.11 JAMSTEC Data Site for Research Cruises.

Multibeam data may be downloaded from the JAMSTEC website as follows. The user first
selects the “data archives” link for one of the five research vessels on the main JAMSTEC

website (Fig. 5.11). The link opens a global map of cruises color-coded by collection year (Fig.

5.12). The user selects the desired year, and then the cruise ID. Selecting “Apply” opens the
individual cruise web page (Fig. 5.13). To reach the bathymetry web page, the user selects

“Bathymetry” from the right side of the cruise web page (see Fig. 5.13).

TAMSTEC BAlRET—5 1 |

@ JAMSTEC Data Site for Research Cruises

JAMSTEC Data Site for Research Cruises > KAIREI Research Data
KAIREI Research Data

| Selection of Cruise

Please choose "Year" of the cruise, and then "Cruise 1ID",

Year: [——- 3] Cruise ID:[ === 5] Capply )

] BOE 120E 180 120w BOW

0 Japanese

Data Policy | JAMSTEC Top Page

Terms and Conditions | User Registration | Application for Data and Samples | Contact Us

About KAIREI

Description of
the vessel

Eguipments

o Publication list

BO'N

Site Policy | Privacy Policy

© JAMSTEC 3:iun

NP MM FOR MR WE-EARTH SCIRMCE AND TECHMOLOG Y

Figure 5.12 KAIREI Research Data web page.
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J@ JAMSTEC Data Site for Research Cruises © Japanese
JAMSTEC BHRET =51

Data Policy | JAMSTEC Top Page

Terms and Conditions | User Registration | Application for Data and Samples | Contact Us

JAMSTEC Data Site for Research Cruises > KAIRE| Research Data > KR05-01

KAIREI Data Site : KR0O5-01

KRO5-01 4 Cruise Report and Data Set
Peried : 05 Jan,, 2005 - 24 Jan,, 2005 o Cruise Summary {Japanese)
Chief Scientist : Millard F. Coffin (The University of L
! ientl ! in | varcity B Cruise Report
Tokyo)
B MNawvigation
R KAIREI Cruse Trackline in KF05-0i
a . - . B XBT
& 5 %
= B Bathymetry
B Three component
magnetometer
B Gravity
(R 5 5 A | s v it B A
@ Enlarge Image
Site Policy | Privacy Policy
Copyright 2008 Japan Agency for Marine-Earth Science and Technology @ JAMSTE =:zﬁnx{i‘-
JAPAN AGEMCY FIR MARINE EARTH SCIEMCE AND TECHMOUDGY

Figure 5.13 KRO05-01 Cruise web page.

Bathymetry data may be downloaded from the bathymetry web page (Fig. 5.14) via the “Data”
link, as well as information on the instruments, data format, and collection system details (i.e.,
the “Instruments,” “Format description,” and “Readme” links, respectively). The bathymetry
data may be downloaded as a number of compressed files in “zip” format (see Fig. 5.15) that
need to be uncompressed (“unzipped”) and then assembled sequentially into a single file. The
bathymetry data are ASCII xyz (longitude, latitude, depth) multibeam echo sounder ping records.
There may not be data along the entire track plot shown on the bathymetry web page and making
a plot of the coverage will reveal any gaps.
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J@ JAMSTEC Data Site for Research Cruises © Japanese
JAMSTEC BAIRE T — ¥4 1

Data Policy | JAMSTEC Top Page

Terms and Conditions | User Registration | Application for Data and Samples | Contact Us

JAMSTEC Data Site for Research Cruises > KAIREI Research Data > KR05-01 > Bathymetry Data

KAIRE! Data Site : KRO5-01 Bathymetry Data

Last Madified : 22 Feb., 2008

Processed Data

Instruments Format description © Readme ® Data

Cruise information
I « Period : 05 Jan., 2005 - 24 Jan., 2005
' « Chief Scientist : Millard F. Coffin (The University of Tokya)

Site Policy | Privacy Policy

Copyright 2008 Japan Agency for Marine-Earth Science and Technology @ JAMSTEC gszﬁm{m

MRPAN AEMCY FOR MARINE-EARTH SCIRMCE AND TECHMOLDGY

Figure 5.14 KRO05-01 Bathymetry Data web page.
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i m JAMSTEC Data Site for Research Cruises © Japanese
TAMSTEC fARET—31 -

Data Policy | JAMSTEC Top Page
Terms and Conditions | User Registration | Application for Data and Samples | Contact Us

JAMSTEC Data Site for Research Cruises > KAIRE| Research Data > KR05-01 > Bathymetry Data > Processed Data

KAIREI Data Site : KRO5-01 Bathymetry Data : Processed Data

+ Data Files

File name : YYYYMMDD.dat
YYYY: year, MM : month, DD: day
* These data are compressed in zip format, please use that after unpacking.

File name Size Date

20050106.zip 0.14 MB 06 Jan., 2005
20050107 .zip 3.76 MB 07 Jan., 2005
20050108.zip 491 MB 08 Jan., 2005
20050108.zip 3.86 MB 09 Jan., 2005
20050110.zip 423 MB 10 Jan., 2005
20050111.zip 6.71 MB 11 Jan., 2005
20050112.zip 7.37 MB 12 Jan., 2005
2005011 3.7ip 8.67 MB 13 Jan., 2005
20050114.zip 9.06 MB 14 Jan., 2005
20050115.zip 11.38 MB 15 Jan., 2005
20050116.zip 10.46 MB 16 Jan., 2005
2005011 7.zip 6.63 MB 17 Jan., 2005
20050118.zip 5.77 MB 18 Jan., 2005
20050118.zip 251 MB 19 Jan,, 2005

Site Policy | Privacy Policy

Copyright 2008 Japan Agency for Marine-Earth Science and Technology @ JAMSTE :m;&m

RPN G FOR MARNE ERETH SCINCE ARD TECHRIOHORY

Figure 5.15 KR05-01 Bathymetry Data files available for download.

An alternate way to reach bathymetry web pages is for the user to click on the “JAMSTEC Data
Search Portal” tool (see Fig. 5.11). This accesses instructions on how to use the tool as well as
provides an entryway to the tool’s ArcIMS interface (see Fig. 5.16). On the ArcIMS interface,
the user may drag the red box on the global map (upper left corner) to the desired study location,
then select “Quick Search” to drag a box on the main map. This brings up a search result panel
(see Fig. 5.17) that lists the cruises that traverse the study box. The bathymetry web page for the
cruise of interest can then be reached by clicking on “Jump.”

111




[® Zoomin

{=) Zoom Qut

&™ Pan

@ Global View
@) Previous View
=) Initialize

[ Aua Weather Station

Deep-Sea Stil Image
Deep-Sea Videa Gast
Dive Paoint

Gravity Line

Holes Driled by CHIKYU
LADGP

Magnetics Line

Marine Blolagical Sample
Ooean Metearology Line
Ocean Time Senes

Primary Production

[N Quick Search
&, Advanced Search
“# Clear Selection

CRO RO R CRCECRCRC RO RO

™ XRT
36.842 '-eg:h“:;“i‘::'b"'

12227 @) 161.72 KARE!

2.6512

Latitudes . NATSUSHIMA

YOKOSUKA

31.118

Longudes 122.60

Figure 5.16 JAMSTEC Data Search Portal.

Search Result (Select Data Set : Bathymetry) 16 Selected
Mo, Data ID Latitude | Longitude | Perlod (start)| Period (end) | Ship Name Crulse ID |DSRV Name |Dive No. |Web Site
1 [0013-00000027 2002/02/20 | 2002/03/29 |MIRAI MRD2-K02 Jﬂ@g
2 |0013-00000035 2003/02/18  |2003/03/29 |MIRAI MRO3-KO1 Jﬂﬂ
3 |0013-00000052 2004/11/16 | 2004/12/08 |MIRAI MAO4-07 Jump
4 0013-00000054 2005/01/13 |2005/02/18 |MIRAI MRO4-08_leg2 Jﬂﬂ
5 |0013-00000056 2005/05/24 | 2005/06/30 |MIRAI MAQ5-02 Jump
6 [0013-00000064 2006/02/04 |2006/03/17 |MIRAI MROE-01 Jﬂﬂ
7 |0013-00000073 2007/02/15 |2007/03/25 |MIRAI MRAOT-01 Jump
8 [0013-00000075 2007/05/30 | 2007/07/13 |MIRAI MHADT-03 Jﬂ@g
3 |0013-00000085 2008/07/01 | 2008/08/05 |MIRAI MA08-03 Jump
10 [0013-00000211 2005/01/04 |2005/01/23 |KAIREI KADS-01 Jﬂ@g
11 |0013-00000228 2005/M12/08 |2005/M12/24 |KAIREI KRO5-17 Jﬂ@g
12 |0013-00000242 2006/09/11 |2006/08/22 |KAIREI KHROE-12
13 [0013-00000264 20071722 |2007/12/01 |KAIRE] KROT-16 Jﬂ@g
14 [0013-00000326 2002/08/29 |2002/10/14 |KAIYO KY02-10_leg1
15 [0013-00000633 2001/01/03 [2001/01/14 | YORKOSUKA | YKO1-01
16 [0013-00000815 2008/11/02 | 2009/12/11 |MIRAI MRD3-04

Figure 5.17 Data Search Portal Results.
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Chapter 6.0 Data Cleaning

6.1

Quality Assessment

Contributed by Barry Eakins, NOAA-CIRES, Rob Hare, Canadian Hydrographic Service, and
Martin Jakobsson, Stockholm University, Sweden

6.1.1 Sources of uncertainty

Elevation value

Instruments such as multibeam swath sonars and airborne lidar do not actually measure
elevation, but rather travel time (of sound or light, respectively). Many different sources
therefore contribute to the uncertainty of a calculated depth/elevation value. Although the
following text focuses on uncertainties in data acquired with multibeam swath sonar systems, it
should be noted that it is in principle applicable to data acquired with any elevation measurement
system; a single-beam echosounder is just a special case of a multibeam echosounder (i.e. nadir
beam only). Agencies conducting surveys are encouraged to provide uncertainty budgets, or total
propagated uncertainty (TPU) estimates for their own systems.

Sound or light speed uncertainty — how accurately was sensor measurement or time
converted into a depth/elevation value?

Multibeam swath sonar systems rely on frequent measurements of sound speed,
typically taken an XBT (expendable bathythermograph) or CTD (conductivity-
temperature-depth package), and sometimes measured directly using an SVP (sound
speed profiler). These measurements should be taken at least daily, or with changing
weather conditions, as longer time intervals decrease the accuracy of the soundings due to
improper ray-tracing. Measurements should be taken more frequently in areas of known
oceanographic fronts and off the mouths of major rivers.

The sound speed profile is used to calculate depth for each beam, via ray tracing, and
is embedded in the binary sonar files. The profiles can be extracted and replaced with
different profiles using multibeam processing software such as MB-System, which can
recalculate depths and positions for each beam footprint.

Because sound travels farthest for the outermost, lowest grazing angle beams,
especially in deep water, and because ray bending increases as the tangent of the beam
angle, these beams have the largest depth uncertainty due to sound speed uncertainty
caused by ray bending, and often contain anomalous values inconsistent with other,
overlapping data. As such, they are frequently flagged for exclusion. If sound speed
profiles cannot be taken at a rate which minimizes the uncertainty due to refraction, then
line spacing should be decreased in order to increase the overlapping region, and provide
additional confidence in the bathymetry with many of the outer beams eliminated from
the gridding process.

Uncertainty in the measurement of vessel roll with also contribute significantly to the
TPU of depth in the outer beams.
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Position uncertainty — how well known was the position of the sensor?

With swath sonar systems the distance between the sounding on the seafloor and the
positioning system antenna can be very large, especially in deep water. Because of this,
sounding position uncertainty is a function of the errors in vessel heading, beam angle
solution, refraction correction model and the water depth, in addition to the uncertainty of
the positioning system itself.

Roll and pitch errors will also contribute to the uncertainty in the positions of
soundings. Overall, it may be very difficult to determine the position uncertainty for each
sounding as a function of depth. The uncertainties are a function not only of the swath
system but also of the location of, offsets to and accuracies of the auxiliary sensors.

The use of non-vertical beams introduces additional uncertainties caused by incorrect
knowledge of the ship’s orientation at the time of transmission and at time of reception of
sonar echoes.

Uncertainty associated with the calculated depth of an individual swath sonar beam will
include the following components:

a)
b)

c)

d)
€)

Positioning system uncertainty (e.g. of the GPS antenna)

Sensor location uncertainty (of the sonar’s transducer and hydrophones relative to the
GPS antenna)

Beam angle uncertainty (relative to the sensor), including beam steering uncertainty when
sound speed at the transducer face in not directly measured

Uncertainty associated with beam detection of seabed reflection echo (angle or time)
Uncertainty in the orientation of the vertical motion sensor (relative to the sonar); pitch
bias and roll bias

Vessel motion sensor uncertainty, i.e. roll, pitch and heave

Uncertainty in vessel heading (distinct from path over ground)

Uncertainty associated with the ray path model (including the sound speed profile)
Sensor offset uncertainty (relative to local water level)

Ellipsoidal / vertical datum transformation model uncertainty (if applicable)

Time synchronization / latency between all of the systems

All uncertainties should be combined statistically to obtain a total vertical uncertainty (TVU).

Morphologic change since data collection

Morphologic change is an ongoing process that will, over time, decrease the accuracy of
survey data. In the coastal zone especially, the movement of sand alters seabed morphology. This
may occur as the result of a major storm, or long-term sediment dispersal or accumulation.
Regional tectonic uplift or subsidence may also play a role. The older the data is the greater its
uncertainty, with the greatest rates of change occurring in shallow water.

Data not measuring ground surface

Not all instrument measurements detect Earth’s solid surface. Many individual sonar depths
may actually reflect water column noise. Spikes often occur directly along the ship track, where
the sound energy returning to the transducer is strongest. Returns from the water surface or from
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tree canopy are also common in topographic lidar. These values need to be identified and
deleted.

6.1.2 How to determine data uncertainty

a. Typical for modern data types
i. Lidar [Fugro Earthdata, 2007]

Point spacing Vertical accuracy (RMSE)
Im 0.09m
2m 0.20m
3m 0.30 m
4m 0.40m
om 0.51 m

ii. Multibeam swath sonar
iii. Hydrographic surveys undertaken prior to 1998

Depth Vertical accuracy
<30m 0.3m
>30m 1% of depth

b. Estimating navigation uncertainty for older data
c. Comparison with other data

6.2 Data Cleaning Techniques

Contributed by Rob Hare and Paola Travaglini, Canadian Hydrographic Service, and Martin
Jakobsson, Stockholm University, Sweden

6.2.1 Automatic (non-interactive) data cleaning

During this stage, the coordinates (i.e. positions and depths) obtained should be controlled
automatically by a program using suitable statistical algorithms which have been documented,
tested and demonstrated to produce repeatable and accurate results. When selecting an algorithm,
robust estimation techniques should be taken into consideration as their adequacy has been
confirmed. Many high-density bathymetry processing packages have built-in statistical
processing tools for detecting and displaying outliers. Generally speaking, higher-density data
sets with large amounts of overlap between lines provide an increased likelihood of detecting
blunders. In addition to statistics, threshold values for survey data can be used to facilitate the
detection of blunders. Each agency is responsible for the validation of the algorithm used and the
procedures adopted.
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All blunders and erroneous and doubtful data should be flagged for subsequent operator
control. The type of flag used should indicate that it was set during the automatic stage.

6.2.2 Manual (interactive) data cleaning

Following automated processing procedures, there is a requirement for an experienced and
responsible hydrographer to review the automated results and validate those results and/or
resolve any remaining ambiguities.

For this stage the use of 3-D visualization tools is strongly recommended. Decision making
about whether to accept or reject apparently spurious soundings can often be enhanced by
viewing combined data sets in three dimensions. These tools should allow viewing the data
using a zoom facility. The interactive processing system should also offer different display
modes for visualization, e.g. depth plot, uncertainty plot, single profile, single beam, backscatter
imagery etc. and should allow for the visualization of the survey data in conjunction with other
useful information e.g. shoreline, wrecks, aids to navigation etc. Editing the data should be
possible in all modes and include an audit trail. When editing sounding data, it can often be
useful to understand the spatial context of the examined data points. What may appear to be bad
soundings (blunders) out of context may be recognized as real seafloor artifacts (submerged
piles, wrecks, etc.) when viewed in the context of a chart backdrop for example. If feasible, data
displays should be geo-referenced. The ability to compare surfaces from newly collected data to
ones generated from historical information can often be useful in validating the quality of the
new information, or alternatively, for notifying the collecting agency of an unresolved systematic
bias that requires immediate attention.

If feasible, these tools should include the reconciliation of normalized backscatter imagery
with bathymetry and, provided that automated object detection tools were used, the display of
flagged data for both data modes should be possible.

The rules to be observed by operators during this stage should be documented.

The flags set during the automatic stage, which correspond to depths shallower than the
surrounding area, should require explicit operator action, at least, for Special Order and Order 1
a/b surveys. If the operator overrules flags set during the automatic stage, this should be
documented. If a flag is set by the operator, the type of flag used should indicate this.

It can be helpful to create a map plotting ship track and date/time to assist with correcting
anomalies discovered during visualization.

6.2.3 Clipping to polygon or elevation value (e.g., zero)

6.2.4 Common multibeam swath sonar errors

Spikes under nadir
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Spikes may be present directly under nadir for many multibeam swath sonar systems,
especially older systems. This appears to result from excessive sound energy reflected back
toward the sonar and being received in the side lobes of non-nadir beams. Care should be taken
when flagging these values as actual seafloor features may appear similar to these spikes.

Tracking water-column noise

Modern multibeam swath sonar systems generally include automated bottom tracking
algorithms. Such algorithms search for seafloor echoes in a window centered on the previous (or
adjacent) ping’s depths. However, the system can begin to track water column noise, and may
continue to do so if the system is not actively monitored. Depth variability between pings can be
large, the across-track depth profiles are not consistent with seafloor topography, and most of the
beams/pings should be discarded.

Roll-over on inward-facing steep slopes

In areas of steep slopes, especially where the seafloor rises towards the sea surface, some
sonar systems have a tendency to “roll over” the outermost beams to create a backside or lip.
These values must be flagged. These errors can often be detected when editing the data in the
context of a priori knowledge of the seabed shape, especially man-made vertical structures or
known topography of canyons or fjord walls.

Anomalies on outward-facing slopes

Where steep hills and seamounts are located off ship track, little sound energy from the sonar
pulse that strikes the outward-facing slope may be reflected toward the sensor, and the quality of
the returning echo is severely degraded. In such cases, the along-track distance between beams is
significantly increased, and the variability in depths between pings can be large. Most of these
values should be flagged. These types of errors can often be easily discovered when comparing
against the overlapping deeper water swaths.

Navigation missing on first ping

In some cases, the first ping of a sonar file may be missing the associated position
information supplied by the ship’s onboard navigation system. This is generally a time
synchronization issue, resulting from the sonar system having not yet received the position from
the GPS system. This can be corrected by editing the sonar file’s navigation and extrapolating
the latitude and longitude backward from subsequent pings.

Inaccurate sound speed profile used

If an inaccurate sound speed profile was used in ray-tracing, the resulting across-track depth
profiles tend to tilt upwards on the outermost beams on both sides (“smiles”) or downwards
(“frowns™). These data require the application of a better sound speed profile, which might be
obtained from other, nearby sonar data, or historical averages for the region. In any event, the
uncertainty in the resulting depths is expected to be large, especially on the outermost beams.
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Some processing software packages have the facility to modify the observed sound speed profile
in order to bend the outer beams of multiple overlapping swaths until a best fit is achieved in the
overlap area.

6.2.5 Common lidar errors
Bomb craters

Most lidar data sets contain scattered too-low points, or negative blunders, perhaps produced
when a specular reflection or too-close ground saturates the detector and produces an internal
echo. If vegetation reflections are removed by a find-the-lowest-point-in-the-vicinity algorithm,
true ground points adjacent to the negative blunders may be misidentified as vegetation
reflections and removed. The result can be a conical crater that is entirely an artifact. (from Puget
Sound Lidar Consortium, 2011).

Vegetation and buildings

First returns in lidar surveys commonly come from the tops of tree canopies, buildings, etc.,
not ground surface. The lidar data need to be classified, allowing removal of all non-bare earth
returns. Some lidar systems provide backscatter intensity values that can be used to validate
assumptions about types of ground cover. If geo-registered colour imagery is available, this
should also be used to validate assumptions about types of ground cover.

Water-surface values

Lidar surveys (topographic) at the coast are typically flown at low tide for surveying of the
inter-tidal zone. As such, water-surface values over the ocean are common, and individual waves
may be identifiable. A lidar classification schema may be used to remove these values (water
surface returns are generally of low intensity). Alternatively, the data may be clipped to a
coastline, though clipping to a high-water coastline may eliminate valid measurements in the
exposed inter-tidal zone. As a last resort, edit the data manually by paying attention to where the
slope of the inter-tidal zone transitions to wave caps and troughs.

6.3 Data Validation

Contributed by Rob Hare and Paola Travaglini, Canadian Hydrographic Service, and Martin
Jakobsson, Stockholm University, Sweden

The final survey data should be subject to independent in-house validation employing

documented quality control procedures.

6.3.1 Internal self-consistency
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comparison with other survey soundings (e.g., from overlapping swaths) on the same
survey

6.3.2 External consistency

comparison with other datasets (e.g., systematic offsets), checklines from independent
systems (or vessels, or dates)

6.3.3 Comparison with reported survey specifications

analysis of statistics at cross check points/lines, or in grid cells over flat seafloor,

provided a sufficient number of points are available in each cell to compute reliable
statistics.
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The following has been extracted from 5™ Edition, S-44 (2008) Annex B by Rob Hare and edited for
context

6.4  Use of uncertainty surfaces

Many statistical bathymetry processing packages also have the ability to generate an uncertainty
surface associated with the bathymetry using either input error estimates or by generating spatial
statistics within grid cells. Displaying and codifying these uncertainty surfaces is one method of
determining whether the entire survey area has met the required specifications. If some areas fall
outside the specifications, these areas can be targeted for further data collection or use of
alternative systems in order to reduce the uncertainty to within an acceptable tolerance. When
performed in real-time, the sampling strategy can be adapted as the survey progresses, ensuring
the collected data are of an acceptable quality for the intended use. Each agency is responsible
for the validation of these processing capabilities prior to use.

6.5 Validation Procedures
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The final data should be subject to independent in-house validation employing documented
quality control procedures.
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Chapter 7.0 Metadata Documentation

The following has been extracted from 5" Edition, S-44 (2008) Chapter 5 by Rob Hare and edited for
context

7.1 Introduction

To allow a comprehensive assessment of the quality of survey data it is necessary to record or
document certain information together with the survey data. Such information is important to
allow exploitation of survey data by a variety of users with different requirements, especially as
requirements may not be known when the survey data is collected.

7.2 Metadata

Metadata should be comprehensive but should comprise, as a minimum, information on:
- the survey in general e.g. purpose, date, area, equipment used, name of survey platform;
- the geodetic reference system used, i.e. horizontal and vertical datum including ties to a
geodetic reference frame based on ITRF (e.g. WGS84) if a local datum is used;
calibration procedures and results;
sound speed correction method,;
tidal datum and reduction;
uncertainties achieved and the respective confidence levels;
any special or exceptional circumstances;
rules and mechanisms employed for data thinning.

Metadata should preferably be an integral part of the digital survey record and conform to the
“IHO S-100 Discovery Metadata Standard”, when this is adopted. Prior to the adoption of S-100,
ISO 19115 can be used as a model for the metadata. If this is not feasible similar information
should be included in the documentation of a survey.

Agencies responsible for the survey quality should develop and document a list of metadata used
for their survey data.

7.3 Point Data Attribution

All data should be attributed with its uncertainty estimate at the 95% confidence level for both
position and, if relevant, depth. The computed or assumed scale factor applied to the standard
deviation in order to determine the uncertainty at the 95% confidence level, and/or the assumed
statistical distribution of errors should be recorded in the survey’s metadata. (For example,
assuming a Normal distribution for a 1D quantity, such as depth, the scale factor is 1.96 for 95%
confidence. A statement such as “Uncertainties have been computed at 95% confidence
assuming a standard deviation scale factor of 1.96 (1D) or 2.45 (2D), corresponding to the
assumption of a Normal distribution of errors,” would be adequate in the metadata.) For
soundings this should preferably be done for each individual sounding; however a single
uncertainty estimate may be recorded for a number of soundings or even for an area, provided
the difference between the individual uncertainty estimates can be safely expected to be
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negligible. The attribution should, as a minimum, be sufficient to demonstrate that the
requirements of these Standards have been met.

7.4  Bathymetric Model Attribution
If a Bathymetric Model is required, metadata should include: the model resolution; the

computation method; the underlying data density; uncertainty estimate/uncertainty surface for
the model; and a description of the underlying data.
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Chapter 8.0 Gridding Data
8.1 Introduction to gridding

TEXT IN PREPARATION

8.1.1 Polynomials

TEXT IN PREPARATION

8.1.2 Near-neighbor searches

TEXT IN PREPARATION

8.1.3 Triangulation

TEXT IN PREPARATION

8.1.4 Splines

TEXT IN PREPARATION

8.1.5 Kriging

TEXT IN PREPARATION

8.2 Examples of gridding methods

8.2.1 Gridding JAMSTEC multibeam data

Contributed by K. M. Marks, NOAA Laboratory for Satellite Altimetry, USA

A grid can be formed from the individual multibeam xyz points downloaded from the JAMSTEC
website (see Figure 5.4). Because there are so many data points it is advantageous to first take
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their block average using GMT routine “blockmedian,” calculating the median z (at the x, y
location of the median z) for every non-empty grid cell on a 6 arc-second mesh. The next step is
to use GMT routine “surface,” an adjustable tension continuous curvature surface gridding
algorithm, to form a grid at 6 arc-second spacing in longitude and latitude from the median
depths. Routine “grdmask” is then used to create a mask that is applied to the grid using
“grdmath” so that it holds values only in cells that contain one or more of the original xyz points.
Below we list the GMT routines used to create the grid from KR05-01 xyz multibeam points that
is shown in Figure 8.1. We also list the GMT routines used to produce Figure 8.1.

KRO05-01
13.5°
13
12.5°
12°
152° 152.5°
-6050 -6000 -5950 -5900
depth, m

Figure 8.1 Color shaded-relief image of gridded KR05-01 multibeam points.
GMT routines that created the grid shown in Figure 8.1:

blockmedian KR05-01.xyz -R151.75/152.75/11.75/13.5 -16¢ -Q > KR05-01.blockmedian.6¢c.xyz
surface KR05-01.blockmedian.6¢.xyz -R151.75/152.75/11.75/13.5 -16¢ -T0.25 -GKR05-01.surf.6¢_grd
grdmask KR05-01.xyz -GKR05-01.mask_grd -R151.75/152.75/11.75/13.5 -16¢c -NNaN/1/1 -S6¢
grdmath KR05-01.surf.6¢_grd KR05-01.mask_grd OR = KR05-01.surf.6¢c.nan_grd

Figure 8.1 (above) was produced with the following GMT commands:
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grdgradient KR05-01.surf.6¢.nan_grd -A0 -Ne0.2 -Ggradient_grd

grdimage KR05-01.surf.6¢c.nan_grd -Igradient_grd -Cmb.cpt -Jm2 -K > Fig.8.1.ps

psbasemap -R151.75/152.75/11.75/13.5 -Jm2 -Ba.5f.25:."KR05-01":WeSn -O -K >> Fig.8.1.ps
psscale -D1/-.5/2/.125h -Cmb.cpt -Ba50g25:"depth, m": -I -N300 -O >> Fig.8.1.ps

8.2.2 GMT Surface and Nearneighbor

We used depth values from the constrained grid cells from VV12.1" in the study area as input into
different gridding algorithms: GMT routine “surface,” employed with the tension set to “0” and
set to “1,” and GMT routine “nearneighbor.” Surface tension set to “0” gives the minimum
curvature solution, and set to “1” gives a harmonic surface where maxima and minima are only
possible at control points. “Nearneighbor” uses a nearest neighbor algorithm to assign an
average value within a radius centered on a node. The GMT command lines used to produce the
gridding solutions shown in Figure 8.2 are listed below.

Surface w/T0 Surface w/T1 Nearest Neighbor

Depth, m Depth, m Depth, m

Figure 8.2 Results of gridding depths from V12.1" at constrained grid cells (black dots): GMT “surface”
gridding routine with tension set to 0 (left) and set to 1 (middle), and “nearneighbor” gridding routine (right).

Gridding solutions shown in Figure 8.2 were produced with the following GMT commands:

img2grd -R149/154/14/19 topo_12.1*.img -Gtopo_12.1*.controls_grd -T2 -m1 -D

surface topo_12.1.nojamstec.controls.xyz -R0/2.7/0/3.41666666667 -11m -TO -Gsurface.tO_grd

surface topo_12.1.nojamstec.controls.xyz -R0/2.7/0/3.41666666667 -11m -T1 -Gsurface.tl_grd

nearneighbor topo_12.1.nojamstec.controls.xyz -R0/2.7/0/3.41666666667 -N4/1 -S100k -I1m
-Gnearneighor.1m_grd
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8.2.3 GMT Triangulate

TEXT IN PREPARATION

8.2.4 Spline pyramid

TEXT IN PREPARATION

8.2.5 Kriging

TEXT IN PREPARATION

8.2.6 Spline Interpolation

Contributed by Chris Amante and Matt Love, NOAA National Geophysical Data Center (NGDC)

Spline interpolation estimates elevation values using a mathematical function to create a
continuous surface that passes exactly through all input elevations while minimizing the overall
squared curvature. Oscillation effects of a minimum curvature surface can be reduced by using
tension. The surface can be thought of as a flexible rubber plate that can be adjusted using
tension, with a tension of zero corresponding to the minimum curvature surface. Two open-
source software programs, the Generic Mapping Tools (GMT;
http://www.soest.hawaii.edu/gmt/), and MB-System (http://www.ldeo.columbia.edu/res/pi/MB-
System/html/mbsystem_home.html), offer spline gridding algorithms, ‘surface’ and ‘mbgrid,’
respectively.

Prior to using GMT’s *surface,” it is recommended that the user pre-process the data with
GMT ‘blockmean’, ‘blockmedian’, or ‘blockmode’ to avoid spatial aliasing and to eliminate
redundant data. As an example, for two adjacent NOS surveys in xyz format, H10393, and
H10394, pre-process the data using ‘blockmedian’. Required user defined parameters include the
input xyz file(s), the grid spacing (-1), the region of interest (-R), and the name of the output xyz
file. Numerous other options can be specified (See GMT Manual Pages).

GMT ‘blockmedian’ example:

blockmedian H10393.xyz H10394.xyz -11c/1c -R-88.13/-88.02/30.07/30.15 >
blockmedian.xyz
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Required user defined parameters for GMT ‘surface’ include the xyz input data, the name
of the output binary 2-D .grd file (-G), the grid spacing (-1), and the region of interest (-R).
Numerous other options can be specified (See GMT Manual Pages). Most notably, the user can
define a tension value between 0 and 1 (-T). A tension value equal to zero indicates a minimum
curvature solution.

GMT ‘surface’ example:

surface blockmedian.xyz -Gsurface_example.grd -11c/1c -R-88.13/-88.02/30.07/30.15 -T0.25

Required user defined parameters for MB-System’s ‘mbgrid’ include the name of the
datalist containing a list of the input data files and their format (-1), and the character string to be
used as the root of the output filenames (-O). There are numerous other user-defined parameters
(See MB-System Manual Pages). Most notably, the user can define the datatype (-A), the
distance from the data that the spline interpolation may be applied and the interpolation mode (-
C), the grid spacing (-E), the gridding algorithm mode (-F), the format of the output grid file (-
G), the region of interest (-R), the tension value between 0 and infinity (-T), and the extension of
the internal grid so that the output grid is a subset from the center of a larger grid allowing for
data outside of the output grid to guide the spline interpolation at the edge of the output grid (-
X).

MB-System ‘mbgrid’ example:

mbgrid -1gebco.datalist -Ombgrid_example -A2 -C10/2

-E0.00027777778/0.00027777778/degrees! -F1 -G3 -R-88.13/-88.02/30.07/30.15 -T100

-X0.05

8.2.7 Global Mapper

TEXT IN PREPARATION

8.2.8 r2v

TEXT IN PREPARATION

8.2.9 Surfer
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TEXT IN PREPARATION
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8.2.10 Gridding in ArcMap

Contributed by Anastasia Abramova, Geological Institute Russian Academy of Sciences, Russia

Here we present step by step example on how to open .xyz space delimited column data in
ArcMap and to interpolate data points into a grid of appropriate resolution. As an example .xyz
file with Latitude, Longitude and Depth in Geographic projection covering area between 2-11E
and 72-74N is used. We would like to create a grid in UTM projection with appropriate cell
resolution using Inverse Distance Weighting Interpolation algorithm. The procedure of
reprojecting the data, assessing the data density to choose suitable grid size is described. Tools
available in ArcMap in order to select optimal interpolation parameters and to compare resultant
surface with original data points are discussed. In order to be able to carry out above noted you
will need to have Spatial Analyst and Geostatistical Analyst extensions.

Importing .XYZ file in ArcMap

In order to open .xyz file in Arc, you need to modify it: text file needs to have header, data
should be comma separated and file name should not have spaces in it.

In order to modify .xyz text file, import it into MS Excel:

e File>Open .xyz T brport Woerd_ Sl : e

T Text Wizard has datenmned ™hat your data is Delimited,
IF this 8 correct, chodas Neat, o chosse the data hype thak Best describes your data,

e Select Delimiters that you Orghul dhts type have
- Chaois B fils bype that bect describes your dakac
then press Flnlsh @ e h-_:: I._::d' » Charachers such an comrmas o iaba separafe each field,

Foed wd® - Fields are algned in columns with spaces betwesn sach fisld,

Startirpoin st g 1 o Fegaginc A7 :OEM Usited States =]

Preview of Ble G:WORE_space Cockbook_griddingiee yr_be_grid. vz,

[ _1E35871 4B43-218
[z k. 1660669, 7020-33853
lal 16823668, 293-2876.5
ﬂ- 16662650, PEF-3245.5

0. 166573 . 4370=234%

Cancel Hert > Frah |

Texct Inpcet Wizard - Step 2 of 2 [ ' i

Tris soreen lets you set the delmitens your data containg, You tan see hew your text i affeched in the preview
bebon

W
[Delmiters
| Ta

Semioolan | Tp=at comeecurbve defimiters & one
Comma = = =
1 Teut gualfies: *
+ Lpape —
§ 'Qhr::
Data presviess

163%8 1. 4842 216
3. 16606 .7818 3263
. 166236 #.131 IFTE.B
168535 %, 569 FI4E.F
16868% 2.9379 IR
Cocel | [ speck | [ best> | [ pomh |
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Paite B I UO-

# Format Pairtte [+

Insert header row, type header name for each column " cughowa Fort
(no spaces!) L - (> % + f| Depth|
[ & B C D

Latitude Longitede |Depth !

016338 714842 -216
0. 16505 63.7328 -3253

0165135 63131 -2976.5

File> Save as .CSV (Comma delimited) ;
3
Close file In MS Excel! (Arc doesn’t want to open it . o1easas|  6a.05| 22485
&
7
B
9

if it is opened somewhere else) 01663 724373 2349
01679 73.6308 -3081.3

0.16885 72,188 -2333
0.165775 73.5958 -3097.5

10 017001 70,535 -2652
11| 0170935 71687 -2458

Open ArcMap: File> New > Blank Document

Select Add Data from Standard Toolbar (Or go to File>
Add Data) and add your .csv file

kmarks [nsert Selection Tooks Window Help

Bl X | o o F

To display your data right click on the layer> Display =& tayers

= B GAWORE space
XY Data Bz 2 to_grideca]
) Qpen
Joins and Felstes ]
'}( Remone
Data »

&3 Geotode Addreier.

7 Displey Rogte Everts...

et
[ Broperties...

Dizplay XY Data ] B

Select the appropriate fields: X as Latitude and Y e ——————
as Longitude. In order to define the input data I
projection: press Edit > Select> Geographic> Choose a tabl frm e map o browsefor ancthr table:

World > WGS 1984. Press Ok .

¥ Figdd: [Lam.de j
¥ Fisdd: [Lengtude -

Coordinate System of nput Coondinstes
Descrpton:

Coordinate System:
Marme: GCS_WGS_1504

™ Shew Detads Edt__

[ Wam ma f the resuling layer will have resticted funclionaliy

_ox | e |1 130




e Inorder to save file as ArcMap shape o

M Loy
file, right click on the layer> Data> X o

Export Data> Save as .shp file Sesdmoaeleg

Joir and Baltes »

B Teom Ta Ly

&
Wiiale Soale Pange v 1
s Sy Leves =
Selection »
Labal Fraturas

S5 Cosvert Fastunes 8o Graphict..
Comrt Symrialogy bo Faprissntsion_

S s Lager e BT

Reprojecting the data

e We would like to create a grid in UTM projection with units in meters, instead of
degrees. For that we need to reproject our data.

e Click on Show/Hide ArcToolbox: .
Y ol =R @ G i

e In opened ArcToolbox choose Data Management 2@ Data Management Tools 2|
| 3-@ Data Comparisan

Tools> Projections and Transformations> Feature> Project = & Datsbase
=8 Disconnected Editing
=H ﬁ Distnbuted Geodatabase
- % Dornains
1 3-& Feature Class
| ® % Features
| @ Fields
H @ File Geodatabaze
- & General
1 3-& Generalization
ol Indexes
| omg lains
+ @ Layess and Table Views
| B8 & Projections and Transformations
= ﬁ Feature
{2 Batch Project
L Create Spatial Reference
i
B & Raster
Jh‘ Crexte Custom Geagraphic Ti
! A Define Projection
y-iﬁ Rastar
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Defining cell resolution for the

grid

. B Fj’" Projec
Define the Input and Output files and =

Output Coordinate System (In our l‘”’”‘ "m:“” =l ke
o XyT_to_qn

case it is WGS 1984, UTM Zone T T

30N). Press OkK. | Bcs_wes_1oss

Oulput Datzset or Fealure Class

| E:VAreGIS\wyz_to_ord_LITM.shp
Output Coordinate System

[ wiGs_1984_Lm_zone_z00i
Geographe: Transformabion (optonal)

You might want to change the data frame projection view from Geographic to
UTM_Zone_30N now (projection in the data frame view is defined by projection of the
first opened file). Right click on Layers> Properties> Coordinate Systems. Select from
Predefined list Projected> UTM> WGS 1984> UTM Zone 30N. Press Ok. Now data
frame view has the same projection as reprojected file.

Finally our added data H B v E"%'r o
looks like this. As you can ""'J LN 7 YT

| " l:nnﬂ“"‘". e i
notice, the data point ~yalils ] !
density varies over the area et

v

» - |
e IO |
e ea s s snnm

.
-..p..".;.i_.

P
ST

The choice of grid resolution depends on your purposes. Meanwhile, data distribution,
density, complexity of modeled terrain and scale of the final map should be taken into
account as well.

We would like to create grid with 2 km cell resolution. Here we show how to identify the
percentage of cells which values will be defined by interpolation and how to estimate the
data density within each cell for the chosen grid size.

Make sure that Spatial Analyst Extension is activated: go to Tools> Extensions> check
Spatial Analyst. Also, add Spatial Analyst toolbar: go to View> Toolbars> check Spatial
Analyst.
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e From Spatial Analyst toolbar select Spatial Analyst

Convert> Features to Raster KR |Spatial Anatyst | L
oy Distance
Density.-.
Interpolate to Raster ]
Surface Analysis b
Cell Statistics..
Meighborhood Statistics..,
Zonal Statistics_. If
Zonal Histogram ...
Raclssity...
Raster Calculator... 'j £ )
Options... Baster to Features...
w F ] ¥
e Select appropriate field and cell resolution: Features to Raster e )
Input fi=atures: |x5-r_m_qmd_l.l'l'l‘d :l E I
Field: [centh =
Output cel size: 2000
Output raster: [lectlstepiyz to_grd 3 |
ok | cwen |

e Asyou can see, in the created raster, only cells with data points in it have non zero
values:

= B oyz_to_grd2im
<VALUE>

[1-3,814 - -3,238
[1-3,237.9940000 - -2 914
[1-2,913.999200 - -2 514
-2613.999999 - -2.390.5
-2, 3590 450000 - -2 185
I -2.154.999900 - -1 908
I -1,3%07.992000 - -714
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In order to find out what is the

. Layer Properties
percentage of cells with “no data
values”, go to Layer> Properties> General Source | Etent | Dislay | Symbology | Felds | Joins & Reat
Source. Here you can look up the total Froperty Value
i i =l Raster Information
nunIﬂ_JeIr (_)f cells I|n the grid ;:reated by aster Informaten ot
multiplying total number of rows by Number of Bands :
number of columns (157*116=18212) Celsize (¥, ¥) 2000, 2000
Uncompressed Size 7L14KB

In order to find out how many cells have non zero values, go to Symbology tab in Layer
Properties window and click on Classified. Select Classify tab. The classification table
will appear. In Classification Statistics Window, Count will tell the amount of non zero
cells (6661). This is approximately 36 % of total amount of cells. Therefore, the values
for 64% of cells will have to be estimated by interpolation.

Classification |M
—Classification —Cassification Statshos
Vethod | | =)
l—_l ML -5,514
Classes: E hod Macdmm: -714
— Data Exdusion Sum; =16,651,650,85
Mean: -2,499.372521
Exdusion ... | Samping ... | Standard Deviation: 405, 2080225

Now we would like to find out what is the maximum density of data points per cell for
the chosen grid size (we don’t want it to be too small or too big - although in the end in
depends on your purpose).

From Spatial Analyst toolbar select Density: Spatial Analyst
[ | Spatial Anabyst = | Liyee: [z bo_grdZen =| @
iz Distance r
=
Interpaolate to Raster ¥
Surface Analysis K
Leave pop_ulation field to “None”, _defing _ T =)
search radius and output cells size in projection
units (meters), and desired output area units tnput data: [sevz_to_ord L =]
(square km) Popuistion feld: | <Mkne =]
For lr(noretlnformatlon on how the density tools e taa o
work go to: et [T
http://help.arcgis.com/en/arcgisdesktop/10.0/he e
Ip/index.html#/An_overview of the Density t | **= [sauare Konetes =l
001s/009z0000000r000000/ Cotml et s 00
Culput raster: | density_sa_km| E
* | cenm |
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Calculated result represents density of data points per unit area (squared km) within the
neighborhood of defined search radius (2000 by 2000 square meters).

In order to calculate amount of data points per grid cell of chosen resolution, go to Spatial
Analyst toolbar and select Raster Calculator.

In Raster Calculator syntax is very important. For more information on map algebra rules
and on how to use raster calculator:

http://help.arcgis.com/en/arcgisdesktop/10.0/help/index.html#/An overview of the rule
s for Map Algebra/00p600000006000000/
http://help.arcgis.com/en/arcgisdesktop/10.0/help/index.html#//009z000000z7000000.ht
m

We would like to create a new raster layer with the name [point_per_pixel] (put layer
name into square brackets and better avoid spaces in the names). We would calculate
number of points per cell from the density layer by multiplying it by the area of search
radius (2000 by 2000 square meters). Note that units should be the same as units in the
density layer: density map was in km squared, therefore we multiply density layer by 2*2
km sq:

-
it Raster Cabculator

Layers
oo | o] o] -] ofm|
i e 5] s 5| | o
| | 1| 2| 3 < <= | Mor
| 21 IR | [
i [point_petr_cell] = [denzity_sq k] * 2% 2
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As a result we get the following raster:
1= L) EyZ_to gra_uim

*
) point percell

Value
High: 2.23738

ILr_\w:ﬂl

As you can see, density of points is maximum 2.2 points per grid cell. This can be
considered not enough; therefore you might want to change grid size to coarser
resolution. We will use this grid spacing in our example.

Creating a gridded surface

There are several interpolation algorithms available in ArcMap, these include Global and
Local Polynomials, Kriging, Spline, Natural Neighbor and Inverse Distance Weighting
available within Spatial Analyst and 3D extensions . The description of these
interpolation algorithms can be found in other sections of Chapter 8.2. More information
on interpolation from point to surface methods can be found:

http://webhelp.esri.com/arcgisdesktop/9.2/index.cfm?TopicName=An_overview_of the
Raster _Interpolation _toolset
http://webhelp.esri.com/arcgisdesktop/9.2/index.cfm?TopicName=An_overview_of the
Interpolation_toolset

Here we will present how to create a gridded surface using Inverse Distance Weighting
(IDW) algorithm. IDW can be a good choice for fast interpolation of sparse data. IDW
interpolation predicts values at unmeasured locations according to the values from the
surrounding data points. Points which are closer to the prediction location have more
influence (weight) on prediction than those which are further away. For more information
on IDW see:

http://webhelp.esri.com/arcgisdesktop/9.2/index.cfm?id=3304&pid=3302&topicname=H
ow Inverse Distance Weighted %28IDW%29 interpolation works
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IDW is available through ArcToolbox Spatial Analyst Tools> Interpolation>IDW (or
through Spatial Analyst toolbar> Interpolate To Raster> Inverse Distance Weighting).

The IDW window will appear.

As you can see several parameters need to
be defined. Power defines the distance
weight given to each data point in the
interpolation process. The higher the
power, the faster the weights decrease with
distance. The number of points defines
number of points with known values to be
used for prediction of the unknown value.
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In order to choose optimal parameters for interpolation, you can use Geostatistical
Analyst toolbox. Activate the extension through Tools> Extensions> check Geostatistical
Analyst. Also add it to your display through View> Toolbars> Geostatistical Analyst.

Geostatistical Analyst> Geostatistical Wizard provides cross-validation of your model

according to parameters chosen. The wizard allows you to manipulate parameters and to
look at the output statistics for the created model. For more information see:

http://webhelp.esri.com/arcgisdesktop/9.2/index.cfm?id=3355&pid=3334&topicname=Perfor

ming cross-validation and validation

In Geostatistical Analyst open Geostatistical Wizard. Select input data point layer and

attribute (Depth)

Geostatistical Wizard -Ewm:p_:laum Step 1 of 2 - Set Parameters v |8 |
As an example we will use Ceme=cn || ==l
Power 2.5, and minimum +aand symbolsae: [T 2] standaed | smooth
number of points 10. Click T [l -
next LA DAL RN VR P st [0 3
' TR £ - L T
}J_-'?t"’.l'}"“‘r : ool S =
T A SR ! i | Ange: [ 3
oy Major semiands: §7077.3
Minor semiaxs: YA
Arisalrepy facter: 1
Ederify
S s 4 E2I534. 380438475
G “'\;.\:\\ < | Meghbars ?;35:36'05%365
Estimated Valse -2900,93
Preview type: |N=g'h:|l: j Show weights >
< Back ml Finish | Cancel |
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e You can see from the figure below results of our cross-validation. The root mean square
error is more than 100 meters. This can be explained by low density of data points (see
figure above) and overall uncertainty of depth in the area (average depth of 2000m, with

uncertainty of around ... water depth). You can vary interpolation parameters and see
how they affect on the model fit.

Geostatistical Wizard - IDW Interpolation: Step 2 of 2 - Crogs Validation

Precicted | Erver |
071

2381 4 ] i | i
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— o JRy— Source 10| Incuded | Measured | Predcted | Emor -
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4336 fes 317 -337,1 154,08
Samples: 7277 of 7277 M fes -3025 -3019.8 £.2142
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3355 es 2530 2852.6 52564
15 Yes -2824.5 29978 173,12 L
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e Our final surface using above described parameters look like that:

£F Layers

M O wyz_te_grd_UTHM

=1
[ -3.812.5555148 - -3,482.600422
[ -3,432.300421 - -3,152.045326
[1-3152.945325 - -2,823.00023
[]-2823.090229 - -2, 493.235135
[1-2493.235134 - -2,163.360039
[ -2163.350034 - -1,833.5245943
[ -1,833.524047 - -1,503 GEOA4T
[ -1,503 669846 - -1,173.514752
[1-1,173.814751 - -243.0506558

m

Comparison with original data values
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Here we present how to compare the original data point values with created surface. This
could be useful in order to investigate spatial distribution of misfit between model and the
measured points. For more information on quality assessment of grids see section 9.2.1.

You can extract values from the gridded surface corresponding to original data points
with Spatial Analyst Tools> Extract Values to Points. Where Input point features are your
original .xyz data points and Input raster is your interpolated raster :

;" Extract Values to Points

Input pant featres

l wyz_to_grd_UTH
Input racter

[I]J'l.l'-'_zj_power
Ciutput point features

| ErarosIS Extract _owz_ta_IOW. shp

I Interpolate values at the point lacalione optional)

I Append al the input rester atibubes to the cutput pornt features foptional)

As aresult, a point feature layer is created (we call it Extract_xyz_to_IDW).

You can view the Attribute table of the
layer by right click on the layer> Open
attribute table:

As you can see from the table it contains
information for original data points (X,y,z)
and corresponding depth values from our
gridded surface (RASTERVALU) for each
original data point:

You can calculate differences between these values

and visualize them.
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Go to Options inside the Attribute table and select Add Field option. We will call the
new column as “Difference”. After the column is created, right click on the header of

new created column and select Field Calculator

Inside t_he Field cal_culator we o = - e
can define expression for the
new column values: a — ; :"‘“: ——
difference between Z and shape . e ant )
; .
RASTERVALUE columns. X . Z:: o ()
After clicking Ok, the values — o)
are calculated. Close the Bfference nt )
attribute table -
| 1]
Difference = I Advanced j J
[2] « [RASTERVALUI P
Load. .. |
i

Now you can visualize the Difference by right cli

cking on the point layer

(Extract_xyz_to_IDW)> Properties. Go to Symbology tab. Select Quantities> Graduated
colors. Select the Value Fields as Difference, select the color ramp and number of

classes, and click OK.classes, and click OK.

Now you can see overlaid difference results over

i .
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the created gridded surface and

investigate the regions where differences seem to be significant:
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£F Layers I
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e For more information on analyzing gridded surfaces that you create go to:

http://webhelp.esri.com/arcgisdesktop/9.2/index.cfm?TopicName=About analyzing raster d
ata

http://webhelp.esri.com/arcgisdesktop/9.2/index.cfm?id=603&pid=598&topicname=Surface
creation and analysis

See more on interpolation error analyses in other sections 8.3.

8.2.11 Gridding the International Bathymetric Chart of the Arctic Ocean
(IBCAO) Version 3.0

Martin Jakobsson, ‘Benjamin Hell, ‘Rezwan Mohammad, 2Pauline Weatherall and *IBCAO
Compilation Team

! Department of Geological Sciences, Stockholm University, 106 91 Stockholm Sweden
2 British Oceanographic Data Centre (BODC), 6 Brownlow Street, Liverpool, UK
¥See Appendix 111

Introduction

This Chapter of the IHO-I0OC GEBCO Cook Book describes the process used to generate
Version 3.0 of the IBCAO grid — a terrain model for the Arctic Ocean region (Jakobsson et al.,
2012). The description is aimed to provide the general principles of the gridding and the
provided scripts can be adapted and used to generate bathymetric grids for other geographic
areas.

Creating a bathymetric grid from source data sets with extreme variations in data density, e.g.

sparse ship-track soundings and multibeam grids poses specific problems. Gridding routines are
required that can sub-sample high resolution source data while preserving as much detail as
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possible in these areas and at the same time, interpolating in areas of sparse data coverage
without generating gridding artifacts.

To address these issues, the IBCAO 3.0 grid has been generated in a two-stage process. Firstly a
grid is created, using all the available bathymetric data, at a larger grid cell size than required for
the final grid. This step helps to address the issue of generating artifacts through interpolation in
areas of sparse data coverage. This grid is then sampled to the required grid cell size creating a
‘base grid’. In a final step, the high resolution data sets are added on top of the ‘base grid’, using
the remove-restore procedure ((Hell and Jakobsson, 2011; Smith and Sandwell, 1997), in order
to preserve the detail in these areas.

The gridding work is done using routines from the Generic Mapping Tools (GMT) software suite
(Wessel and Smith, 1991), http://gmt.soest.hawaii.edu/. In the examples given below, the GMT
routines are embedded in script files for ease of use. However, if preferred, the individual GMT
routines can be run separately.

The generation of the IBCAO 3.0 grid is described in the following sections:

Background to the IBCAO
IBCAO 3.0 Compilation
Workflow overview
Data preparation and merging — workflow step A
Comparing the input data sets — the disambiguation process
Generating ASCII xyz files for use in the gridding process
Gridding — workflow steps B and C
Generating the ‘base grid’ — procedure and gridding script
Remove-restore — workflow step D

Appendix 1: Python script | - Procedure for generating the ‘base grid” from all available source data
Appendix 2: Python script Il - The remove-restore procedure

Background to the IBCAO

The International Bathymetric Chart of the Arctic Ocean (IBCAO) project was initiated in St
Petersburg, Russia, in 1997 (Macnab and Grikurov, 1997). The main goal was to create an up-to-
date bathymetric portrayal of the Arctic Ocean seafloor north of 64°N. This geographic limit was
chosen because the IBCAO aimed to replace the Polar Stereographic Fifth Edition GEBCO
Sheet 5.17 (Johnson et al., 1979), extending from 64°N to the North Pole.

At the time that the IBCAO was initiated, Digital Bathymetric Models (DBM) were rapidly
becoming the standard bathymetric database used in Geographic Information Systems (GIS) and
other mapping analysis software. For this reason, a limit at 64°N was not practical for a DBM
compiled on a Polar Stereographic projection with a Cartesian xy-coordinate system, so the
IBCAO was extended to a cover a rectangular area as shown in Figure 8.3.

The first IBCAO was released into the public domain in 2000 and was referred to as the “Beta

version” (Jakobsson et al., 2000). This version was compiled using all the bathymetric data
available at that time including soundings acquired along ship and submarine tracks, spot
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soundings, and digitized depth contours from published maps. Land topography was included
and taken from the USGS GTOPO30 topographic model (U.S. Geological Survey, 1997), except
for over Greenland where the topographic grid developed by Ekholm (1996) was used.

and above and below Mean Sea Level)

L
f@fﬁf@@’ﬁ’?@ﬁ#hﬁ PEPFL L EEFH S

Figure 8.3 The extent of the IBCAO DBM. Projection: Polar Stereographic, true scale at 75° N, WGS 84
horizontal datum. Depths are referenced to Mean Sea Level.

The grid-resolution of the first IBCAO DBM was 2500 x 2500 m on the adopted Polar
Stereographic projection. Since this first release, three major updates have been completed;
Version 1.0 (Jakobsson and IBCAO Editorial Board Members, 2001), 2.0 (Jakobsson et al.,
2008) and 3.0 (Jakobsson et al., 2012).

With specific emphasis on the actual gridding of the bathymetric data, this chapter explains the
compilation methods used for generating the IBCAO Version 3.0, from now on referred to as
IBCAO 3.0. The DBM grid resolution has been increased to 500 x 500 m and the compilations
methods are improved since the Beta version from 2000.

IBCAO 3.0 Compilation
Workflow overview

IBCAO 3.0, is compiled using gridding algorithms and various data processing and filtering
tools available in Generic Mapping Tools (GMT), http://gmt.soest.hawaii.edu/. GMT version
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4.5.8 was used to compile IBCAO 3.0. These GMT routings are embedded in Python scripts
(http://www.python.org/).

The compilation method is briefly described in the auxiliary material of Jakobsson et al. (2012).
The explanation given here complements previously published method descriptions. The aim is
to provide a comprehensive guide to the complete grid compilation process. The main gridding
workflow of the IBCAO 3.0 is summarized in Figure 8.4. The text below explains each of the
steps, A-F, in this workflow.

Compared to the previously released IBCAO 2.0 (Jakobsson et al., 2008), the gridding of
Version 3.0 has been enhanced with adding source data with a spatial horizontal resolution equal
to, or better than, 500 m and in a final step using the remove-restore method (Hell and
Jakobsson, 2011; Smith and Sandwell, 1997), described in Appendix 2. This generates a grid that
preserves the details to the scale of 500 m horizontally in areas with dense source data, i.e.
mainly in areas covered by multibeam surveys.

In addition, a source identification grid (SID) is generated allowing users to identify the type of
bathymetric source data that contributed to a particular grid cell’s depth value. The generation of
the source grid is not described in this chapter.

A) Data preparation and merge B) Gridding
Raw data Processed data
(multibeam, single beam soundings) @ Multibeam * t *4+o 1t
rocessin : MBS B
i.‘:\l‘%mrr.. [,““,g,.,,, @ Single beam 988080
® Olex * e e eeee I
EEXEE X
@ Digitized contours -ttt
Digitzed Data merge/analyzes AAAAE A
charts GIS Database (cross track analyzes, | Blockm d_l fitteri +
ockmedian filtering
removal of contours) GMT blockmedian Resampling to 500 x 500 m
L b4 2000 x 2000 m grid cells GMT grdsample
T
F) Flagging of —1- Median z-value in
. _— a block
outliers and e +
correction of >, J
identified ; | Gridding using 2000 m =
= e o ® GMT surface 5
systematic E)Vi lizati | 2000 x 2000 m =
iyl ) Visualization o
Inspection of DBM: data L
blending, outliers etc | " "
- — - A D,) Remove-restore C) Filtering
Multibeam, single beam (including Clex) Spatial filtering with weights
tang (;gnd ;;c:a are blockmedian filtered following a cosine taper | |
0 x m. over 6000 m |
GMT blockmedian GMT grdfilter

Blockmedian values (x,.y,.z,..% ¥..2 )

are compared to nearest values in the
filtered 500 x 500 m grid resulting -
from C). A z-difference grid is produced. |4
GMT grdtrack

If there is a difference in z-value at a
particular grid node, the blockmedian
z-value is replacing that of the grid node,
GMT grdmath

DME: IBCAO_V3_500m_RR.grd

DMB: IBCAO_V3_500m_SM.grd Dz) Remove-restore
Same as D,, but only using the land
data.

Figure 8.4 Panels A-F describes the most important components in the IBCAO 3.0 compilation process.
Figure is modified from Jakobsson et al. (2012).
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Data preparation and merging — workflow step A

Preprocessing of all the source bathymetric data to be used in the gridding process is done
depending on the data type and origin. This will not be described further here; instead we will
focus on the grid generation procedure from the point where the main preprocessing of the data
has already been done.

The “clean” bathymetric source data, in the form of high resolution grids, depths soundings
along ship tracks, or spot soundings are merged into a GIS database. In addition, digitized depth
contours from published maps are imported as line features (polygons) into the database.

In the case of the IBCAO, Intergraph’s GIS GeoMedia Professional is used to visualize and
analyze all the bathymetric data (Figure 8.5). It should be noted that any GIS capable of
visualizing and analyzing very large amounts of point and line features with assigned z-values
(depth values) and associated metadata can be used for this process.

Relevant metadata are imported along with the bathymetric data to the GIS database. For a more
comprehensive discussion on metadata, the reader is referred to the relevant chapters in this
Cook Book.
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Figure 8.5 Screen view of the GeoMedia Professional GIS workspace with some of the IBCAO source data
displayed. The source database resides in several databases that are accessed using GeoMedia Professional.
Stored depth data with associated metadata can be displayed and analyzed. In this screen view individual
soundings stored as point features are displayed as well as polygons enclosing grids contributed from
multibeam surveys. The metadata of the multibeam survey with RV Marcus Langseth 2011 is shown.
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The IBCAO compilation has aimed to include as a minimum the metadata listed in Table 8.1,
although even this limited set of information has not been available for all bathymetric soundings
used in the gridding process. The metadata may be critical for various quality assurance analyses,
for example, in the estimation of random errors (EImore et al., 2012; Jakobsson et al., 2002). The
GIS database structure, including how the metadata is linked to soundings, is a comprehensive
topic in itself (Hell and Jakobsson, 2008), which will not be described further here.

Although the IBCAO workflow, shown in Figure 8.4, is centered on the use of a GIS database,
the actual grid compilation algorithms (B-D) operate on a suite of exported ASCII xyz flat files.
This means that a grid compilation project can be setup to use the gridding procedure described
here without using a GIS database as a central warehouse for bathymetric data storage.

Minimum metadata requested for contributed bathymetric grids

CONTRIBUTOR: (Institution, company, organization etc.)
CONTRIBUTING_COUNTRY: (Country codes, ISO_3166)

URL_ORIG_DATA: (URL to website describing the grid if available)
URL_METADATA: (URL to metadata by the contributor if available)

GRID_VERSION: (Version, could be a compilation date)
ORIGINAL_GRID_RESOLUTION: (Original horizontal resolution, i.e. grid cell size)
INCORPORATED_GRID_RESOLUTION: (Horizontal resolution of the incorporated grid)
ORIGINAL_PROJECTION: (Projection of the contributed grid, Mercator, UTM etc.)
ORIGINAL_HOR_DATUM: (Horizontal datum of the contributed grid, i.e. WGS 84, NAD1983 etc.)
10 VERTICAL_DATUM: (Vertical datum of the contributed grid, i.e. MSL, MLLW etc.)

11. ORIGINAL_DATA SOURCES: (Multibeam/Singlebeam/Mixed etc.)

©CoNo AW E

Minimum metadata requested for contributed multibeam grids

As for the contributed bathymetric grids (described above), but with the following additions:

12. MB_SYSTEM: (Brand, model and frequency)

13. SVP_CORRECTION: (CTD, XBT, uncorrected nominal sound speed etc.)

14. SHIP: (Ship name)

15. NAVIGATIONAL_SYSTEM: (RTK GPS, DGPS, GPS etc.)

16. CRUISES: (If the contributed multibeam grid is compiled from more cruises these are listed)
17. YEAR_CRUISES: (Cruise year(s))

18. PI: (Cruise PI(s))

Minimum metadata requested for contributed single beam soundings

As for multibeam grids, except for non-relevant parameters, such as grid cell size etc.

Table 8.1 Minimum metadata requested for bathymetric data contributed for inclusion in the IBCAO

Comparing the input data sets — the disambiguation process
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Available GIS tools in GeoMedia Professional are used to compare the input data sets in a
disambiguation process involving, for example, analyzes of cross-tracks and the match between
digitized contours and soundings (Figure 8.6). Systematic errors are identified during this
process and corrected if possible. The most commonly found systematic error is due to the sound
velocity applied during the conversion from travel time to depth of echo soundings.

IBCAO has adopted the criteria that the DBM grid should contain so-called “corrected depths”,
i.e. each depth should be derived from travel time using a proper harmonic mean of the water
column’s sound velocity. However, several contributed bathymetric surveys were carried out
using a flat nominal sound velocity of 1500 m/s, and if that not is stated in the metadata, the
depths values will systematically be different from corrected depths. This inconsistency is
commonly found from cross track analyzes. When such a systematic difference has been
identified, a correction has been carried out using the capability of performing calculations in the
GIS environment. For example, during the compilation of IBCAO 2.0 systematic differences
between the included soundings from US nuclear submarine cruises were identified and adjusted
(Jakobsson et al., 2008).

The digitized depth contours from bathymetric maps were used in the compilation of the first
IBCAO Beta version. Since then, one of the main goals has been to remove these contours from
the grid compilation and instead grid directly from the sounding database where data density
permits (Figure 8.6). However, IBCAO still relies on gridding using digitized depth contours
from published maps in areas of the Arctic where original soundings either are to sparse to grid
or not have been made available to the IBCAO Compilation Team.
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Figure 8.6 Screen view of the GeoMedia Professional GIS workspace with depth contours from GEBCO
shown together with echo soundings from a seismic reflection survey contributed to IBCAO through the
Geological Survey of Denmark and Greenland (GEUS). The color coding represents depths. Note how the
contours are cropped at the edge of the echo sounding data. If there are noticeable mismatches between
soundings and contours, edgematching may have to be carried out by moving the contours to fit the
soundings. The general goal for IBCAO has been to remove contours from the compilation and instead grid
directly from sounding data.

The GIS capability has also been used to carry out spatial queries to find single beam and spot
soundings that reside within the boundaries of areas mapped with multibeam. When this is the
case, the single beam and spot soundings are flagged and removed from the gridding process.

Generating ASCII xyz files for use in the gridding process

After the time consuming disambiguation process, all data that pass the set criteria for use in the
gridding process are exported from the GIS database as xyz points. In the case of depth contours,
the xyz values of their nodes are exported.

The horizontal datum of the IBCAO is WGS84 and the projection is Polar Stereographic with a

true scale at 75°N. Therefore, the xy-coordinates for each exported depth (z-value) are based on
this projection and datum.

Each multibeam or single beam survey, digitized contours from a bathymetric map, or collection
of spot soundings is exported to separate ASCII files. This permits the generation of the SID grid
and the option to use different kinds of data in the different gridding steps shown in Figure 8.4
B-D.

Gridding — Workflow steps B and C

The IBCAO gridding is done using GMT routines that are embedded in two Python scripts.
Other scripting languages such as Perl or AWK can be used or you can run the GMT commands
individually without embedding them in a script.

However, there are numerous advantages to using a scripting language. For example, it is
possible to work with variables and the script programming language allows the user to construct
their own data processing routines.

We use two Python scripts:

e One for the main gridding procedure to develop the ‘base grid’
e  One for the remove-restore procedure to add the higher-resolution data sets on top of the ‘base grid’.

IBCAO was gridded on a computer with Windows 7 (64-bit). The Python scripts are executed in
a DOS-prompt, and the GMT specific commands are executed in Python using:

os.system(‘gmtcommand’)

Both GMT and Python are available for other operating systems, and the procedure described here is not limited to
Windows.
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A simplified version of the IBCAO Python gridding script is supplied in Appendix 1. The simplification consists of
removing several internal data checking procedures in order to make the gridding recipe easier to follow.

Generating the ‘base grid’ — the gridding script

Explanations of the components of this script are given below and are numbered to match the corresponding sections
in the script outlined in Appendix 1.

1) Setup the input variables

There are numerous variables that are defined here to be used in the Python script. The concept has been that instead
of changing, for example the grid cell size, boundary box or data path in all the individual GMT routines that will
use these parameters, variables are set so it is necessary to change their values only in one place. The different
variables are described in Appendix 1.

2) Creation of a list of input files for use in the gridding process

A list of all the individual ASCII xyz-files that will be used in the gridding process is assembled as in the example
Python script below:

FILElist=[filel_SB.xyz', 'file2_MB.xyz', 'file3_CONT.xyz','file4d_TOPO.xyz']
In this example, four xyz files are listed for use in the gridding process. Further files can be added to this list.

At this stage, we do not separate the data files depending on their data type, e.g. multibeam, spot soundings, contour
or grid etc. there is no separation of the different data categories as the first grid created will constitute a “base grid”
developed from all the available data.

A separation is made later in the process where remove-restore is used to add all the higher resolution single beam,
multibeam and topography data on top of the “base grid”.

3) Check data consistency and merge files

When large amounts of data are exported from a database, there may occasionally be some problems with data
inconsistency such as, for example, an empty line, a missing coordinate, or missing depth value. Therefore a simple
loop is included that goes through every line in the input files and check if three xyz values are included. This loop
can be extended with additional criteria, such as maximum allowable depth or height etc.

The output from this loop is one large file of data merged from the individual input files. The name of this merged
file is set by variable DATAstr, defined in the “set variables’ section of the Python script file.

4) Segment the data into regions to handle large data amounts with GMT "'blockmedian™'

This tiling of the data set may only be necessary when working with large volumes of data. For too large datasets,
the GMT program blockmedian may not be able to allocate enough memory.

It was noted that when the data set is comprised of more than approximately 100 million soundings, and the spatial
area to be gridded is as large as the IBCAO, then the available RAM became an issue. The exact limitation has not
been investigated. To further boost the available memory the following two DOS commands have been added to the
script:

set EMM=RAM
set dos=high, umb

Within the Python script, the GMT routine gmtselect is used to cut the data into four tiles.
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The following example shows the use of gmtselect to extract a subset from the IBCAO source data set — generating
file R1.xyz

Routine as shown in python script I:

os.system(‘gmtselect -R%s -V %s\%s > %s\\%s' % (BM_R1,DIRstr, DATAstr, DIRstr, R1))

Version using parameters from the ‘setup variables’ section of python script I:

gmtselect —R0/2910000/0/2910000 -V C:\IBCAOData\\IBCAQinput.xyz > C:\IBCAOData\\R1.xyz

5) Block median filtering

Block median filtering is shown as the first step in the gridding process in Figure 8.4B. This is required as a data
preprocessing step before the subsequent surface spline in tension gridding is carried out using the GMT routine
surface (Smith and Wessel, 1990).

Block median filtering provides a way of decimating the input data so that a maximum of one z-value remains for
each grid cell. This step is done as it is not possible to fit a surface exactly through more than one point at each grid
node; the surface is then simply over determined.

There are several ways to decimate your data, in the case of developing a bathymetric grid, one of the reasons for
using the median value within every non-empty cell is that this will decrease the influence of potential outliers
compared to if the mean is used.

There are a number of options available with the GMT routine blockmedian. For developing the, IBCAO 3.0 the
option —Q is used. This finds the median z-value within the defined grid cell size and uses its xy coordinates.
Blockmedian’s default is that the median x and median y is found independently of median z.

In the case of the IBCAO 3.0, the grid cell size in the block median filtering processing was set, with the option —I,
to 2000 m. This should be the same as the cell size that will be used when gridding the data with the GMT surface
command.

The following example shows the use of blockmedian to median filter the subset of the IBCAO source data set.
Routine as shown in python script I:

os.system(‘blockmedian -R%s -1%s -V -Q %s\\%s > %s\\%s' % (BM_R1,BM_lI, DIRstr, R1, DIRstr, BM_OUTPUTL1))
Version using parameters from the “setup variables’ section of python script |

blockmedian -R0/2910000/0/2910000 -12000 -V -Q C:\IBCAOData\\R1.xyz > C:\IBCAOData\WOUTFILE_BM1.xyz

6) Merge the GMT Blockmedian filtered segments into one file

This step consists of Python loops that open each of the four files of block median values and
merges them all into one file that will be used as input to the gridding process using GMT’s
surface.

7) Gridding, crop, filter and re-sampling
This section covers the gridding, filtering and re-sampling of the ‘base grid’, generated from all the available source

data. The first step consists of gridding all the data that have been filtered with blockmedian with the GMT routine
surface. The following key parameters are set for surface:
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-R This sets the geographic limits of the grid and should be same as the combined subset regions
created in step 4. Note that a slightly larger area is gridded than is required for the final grid. It
may be enough to extend the gridded region with a few grid cells in all directions. Edge effects
often occur during the gridding, and by applying a larger area here the outer edges may be cropped
subsequently.

-1 Grid cell size in the same units as the data, in the case of the IBCAO this is meters. The cell size
should be the same as used in the blockmedian filtering process. IBCAO 3.0 used 2000 m.

-N Maximum number of iterations in each gridding cycle. The default is 250. Complex data may
require more than 250 iterations in order to allow the surface to fully converge to the data points.
For IBCAO 3.0 compilation -N5000 was used.

-T Tension of the minimum curvature surface. A value of 0 applies no tension and gives a minimum
curvature smooth solution while a value of 1 applies maximum tension, which gives a harmonic
spline solution where local max/min z-values only occur at real data points. Trial and error has
resulted in the IBCAO grids being compiled using values between 0.32 and 0.4.

-Lu The parameter has recently been added to the GMT surface routine. It allows the user to constrain
the range of the output grid, in this case, setting an upper limit of the z range of the grid. For the
IBCAO V3.0, this was set to -0.1. IBCAO is gridded with both topography and bathymetry data in
order to get a good representation of the coastline. However, the grid created in this first step is
limited to only contain values below the coastline. The topography is later merged onto this grid
using the remove-restore concept.

An example of the use of the GMT surface routine for gridding the blockmedian filtered data:

Routine as shown in python script I:

os.system('surface %s\\%s -R%s -1%s -N%s -T%s -G%s\\%s -Lu%s -V' % (DIRstr, BM_OUTPUT, BM_R, S_I, N_I,
S_T, DIRstr, S_grd_out, LU))

Version using parameters from the ‘setup variables’ section of python script | :

surface C:\IBCAOData\OUTFILE_BM.xyz -R-2910000/2910000/-2910000/2910000 —12000
—N5000 -T0.32 -G C:\\IBCAOData\\out_grd.grd —Lu-0.1 -V

The grid generated with the GMT surface command above is cropped to its final extent using grdcut and filtered
using grdfilter. The latter is optional, and has been implement specifically as all the high resolution data will again
be merged onto this “base grid” using remove-restore.

An example of using GMT’s grdcut to crop the grid generated using surface:

Routine as shown in python script I

grdcut %s\\%s -R%s -G%s\\%s' % (DIRstr, S_grd_out, CUT_R, DIRstr, CUT_grd_out

Version using parameters from the ‘setup variables’ section of python script I:
grdcut C:\IBCAOData\\out_grd.grd -R-2904000/2904000/-2904000/2904000 -G C:\\IBCAOData\\out_grd01.grd
There are several types of spatial filters to choose between. For IBCAO 3.0 a cosine arch was selected with —

Fc6000 . This means that a weighted averaging with cosine arc weights are applied over 6000 m. The parameter —-DO
means that the set filter width is in the same unit as the grid.
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An example of using GMT’s grdfilter to filter the cropped grid:

Routine as shown in python script I:

‘grdfilter %s\\%s -G%s\%s -R%s -DO -Fc%s' % (DIRstr, CUT_grd_out, DIRstr, FILT_grd_out, CUT_R, FILT))
Version using parameters from the ‘setup variables’ section of python script I:

grdfilter C:\IBCAOData\\out_grd01.grd -G C:\\IBCAODatal\\filt_grd01.grd -R-2904000/2904000/-2904000/2904000 -
D0 —F6000

The final step of the gridding procedure, shown in Figure 8.4B, consists of resampling the grid to a higher resolution
using GMT’s grdsample. This resolution should match the desired resolution of your final grid. In the case of
IBCAO 3.0 the grid is resampled to 500x500 m.

An example of using GMT’s grdsample to sample the cropped/filtered grid to the desired resolution of your final
grid:

Routine as shown in python script I:

os.system(‘grdsample %s\\%s -G%s\\%s -R%s -1%s -V' % (DIRstr, FILT_grd_out, DIRstr, RESAMP_grd_out, CUT_R,
R_I)

Version using parameters from the ‘setup variables’ section of python script I:

grdsample C:\IBCAOData\\filt_grd01.grd -GC:\IBCAOData\\resamp_grd01.grd -R-2904000/2904000/-
2904000/2904000 —1500 -V

This re-sampled grid is now the ‘base grid’ to be used as a base for in the remove-restore process described below.

Remove-restore — Workflow step D

The gridding steps and algorithms used to develop the IBCAO 2.0 are nearly identical to those
described above. However, for the generation of the IBCAO 3.0, a final of step of adding the
multibeam, dense single beam echo soundings and land topography on top of the ‘base grid’
using the remove-restore method was included (Hell and Jakobsson, 2011; Smith and Sandwell,
1997).

This final step, generates a grid that preserves the detail to the scale of 500 m horizontally in
areas with dense source data, i.e. mainly in areas covered by multibeam surveys. The value of the
predicted bathymetry is added back to the interpolated difference.

The remove-restore procedure uses a set of GMT routines. The first step is to calculate the
difference between two gridded data sets. These difference values are then gridded and added on
top of the base grid. This preserves the resolution of the input data.

For the IBCAO V3.0 grid generation work, dense single beam echo soundings refers to a spatial
coverage where the soundings are closer to or less than 500 m apart. This is because the target
resolution of the final grid is 500 x 500 m. Sparse random tracklines are omitted from the
remove-restore process.
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The grid used in this step is the 500 x 500 m “base grid’ created from re-sampling of the filtered
2000 x 2000 m grid, Box C in Figure 8.4.

The following gives a description of the components of the remove-restore python script in
Appendix 2. The description is organized so that each numbered explanation is marked with a
corresponding number in the script. The numbering starts from 8 in order to avoid confusion
with the description of the script in Appendix 1.

8) Setup the input variables

As described in section 1 above, the variables to be used in the GMT routines and Python script
are setup. These variables are defined in the script in Appendix 2.

9) Merge all the input data

The separate files of multibeam and dense single beam echo soundings and land topography data
are merged into one file. In the case of the IBCAO 3.0, this also includes the Olex echo sounding
data collected primarily by fishing vessels (see Jakobsson et al., 2012).

The merge is done by reading all the input files and checking that there are three variable
provided (this procedure is described in section 2 above). One merged output file is written
containing all the data that will be added onto the input ‘base grid” grid using remove-restore.

10) Cut the data set into sub-regions

This step may only be necessary when working with large volumes of data which may cause memory issues when
using the GMT routine blockmedian. See explanation 4 above.

In this example, the outputs from this segmentation process are the files R1_RR.xyz......
R4 _RR.xyz. Note that the number and geographic division of the regions can be modified to fit
the data volume and spatial distribution.

11) Block median filtering

Block median filtering provides a way of decimating the input data so that a maximum of one z-
value remains for each grid cell. This step is done as it is not possible to fit a surface exactly
through more than one point at each grid node; the surface is then simply over determined. See
explanation 5 above.

Routine as shown in python script I1:

os.system(‘blockmedian -R%s -1%s -V -Q %s\\%s > %s\\%s' % (BM_R1,BM_1I, DIRstr, R1, DIRstr,
BM_RR_OUTPUT1))

Version using parameters from the ‘setup variables’ section of python script Il:

blockmedian -R'0/2910000/0/2910000' -1500 -V -Q m:\my_data\R1_RR.xyz >
C:\IBCAOData\OUTFILE_RR_BM_1.xyz
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12) Merge the blockmedian filtered segments

One output file is created from this process. The name of the file is set by variable
IBCAO_RR_SEGMENT. For further details, see explanation 6 above.

13) Find the depth in the ‘base grid’ at the location of the blockmedian filtered data points

This next step finds the depth in the ‘base grid’ at the location of the blockmedian filtered data
points. This is done so we can compare the difference in z-values between the high resolution
data that were blockmedian filtered and the resampled 500 x 500 m base grid.

The following line in the script will take the merged blockmedian filtered data, the resampled
500 x 500 m grid and interpolate from the grid at the points in the input file.

Routine as shown in python script I1:

os.system(‘grdtrack %s -G%s -V -S > %s' % (IBCAO_RR_SEGMENT,IBCAO_resamp,IBCAO_resamp_predict))

Version using parameters from the “setup variables’ section of python script I1:

grdtrack IBCAO_RR_SEGMENT.xyz —Gresamp_grd01.grd -V -S > resamp_grd01_pred.xyzz

The resulting output ASCII file, “resamp_grd01_pred.xyzz” , looks like:
X1 Y1 Z1bm Z

Xn Yn Znpm Zp;

where x,,y;,are the coordinates for a blockmedian depth z,,,, created in step 11) and z,; the depth
retrieved from the 500 x 500 m grid at this location.

14) Compute the difference in z-values between the blockmedian filtered data and the base grid
That is the difference between z;pm and zy; in the example above. If the depth difference here is

bigger than a threshold set in the script detailed in Appendix 2 (variable DIFF_P) it is written to
a file: IBCAO_diff.xyz

15) Create a difference grid

A grid is created, using the GMT nearneighbor routine, that consist of the differences between
the blockmedian filtered data and the resampled 500 x 500 m base grid. The neighbor routines
reads x,y,z from an input file and uses a nearest neighbor algorithm to assign an average value to
each node that have one or more points within a radius centered on the node.

An example is given below of gridding with nearneighbor:
Routine as shown in python script I1:

os.system(‘nearneighbor %s -G%s -R%s -1%s -S1000 -N4 -EO -V' %
(IBCAO_resamp_diff,IBCAO_resamp_diff GRD,BM_R,BM_1I))
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Version using parameters from the ‘setup variables’ section of python script I1:

nearneighbor IBCAO_diff.xyz ~GIBCAO_diff.grd —R-2904000/2904000/-2904000/2904000 —I500 -S1000 -N4 -EQ -V
16) Merge the difference grid on top of the base grid

The difference grid, from step 15, above is ‘added’ to the base grid using the GMT routine
grdmath to create the final grid. In the example given below, the final grid file is called
IBCAO_final_RR.grd.

Routine as shown in python script I1:
os.system(‘grdmath %s %s ADD = %s' % (IBCAO_resamp,IBCAO_resamp_diff GRD,IBCAO_final))

Version using parameters from the ‘setup variables’ section of python script I1:

grdmath resamp_grd01.grd IBCAO_diff.grd ADD = IBCAO _final_RR.grd
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Appendix 1: Python script |

Procedure for generating the ‘base grid’ from all available source data

# -*- coding: cp1252 -*-

HHESTALAL AL TA LA LS AL AL LA

# GEBCO Cook Book Appendix 1 "Stage 1: generating a base grid for the International Bathymetric Chart of the Arctic
Ocean (IBCAO) Version 3.0"

#

# This script contains the procedure used in stage 1 of the IBCAO 3.0 grid generation process. It covers the generation
# of a base grid based on all the available bathymetric source data. Stage 2 of the process involves adding high density data
#on top of the base grid using the 'remove-restore’ procedure. This is covered in a separate script.

#

#This script is setup with example values included. The example values were used to grid IBCAO 3.0.

# The script will perform the following:

# 1. Setup of variables

# 2. Creation of file list for input to gridding

# 3. Check data consistency and merge files

# 4. Segment the data set into regions o handle large data amounts with GMT "blockmedian"

# 5. Block median filtering

# 6. Merge block median filtered segments into one file

# 7. Gridding, crop, filter, and resampling

# 7.1. 6ridding using surface.
# 7.2. Crop and filter the grid
# 7.3 Resampling of the grid.
#

# Written by Martin Jakobsson

#Department of Geological Sciences

# Stockholm University

#

# September 23, 2012

#

#

#

#

B e e

A

from __future__ import division #This line includes the true division avoiding problems with unwanted floor division
import fileinput
import os

HHHAHHAHHAHA AR

# 1: Setup of variables

AT A A

Cint=0 #Counter for loop in section 3

DIRstr="C:\\IBCAOData\\" #Path to data files

DATAstr="1BCAOQinput.xyz" #Main file holding the source data for gridding. It consists of a merge of all input files.

# GMT input variables

BM_1="2000" # Blockmedian filter bin size, this should be the same as will be used for the gridding work,
BM_R="-2910000/2910000/-2910000/2910000" #Blockmedian region set for GMT. This is the regional set in
Polarstereographic coordinates for the IBCAO gridding.

#The user must change this o the appropriate region for the task. It could be set in any coordinate system or lat lon if a
geographic grid is created. Note that this region should extend slightly outside of the final grid boundaries to account for
edge effects.

BM_R1="0/2910000/0/2910000" #Region 1 for subset tiling. This tiling is only required for very large data sets (100
million soundings or more).
BM_R2="0/2910000/-2910000/0" #Region 2 for subset tiling
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BM_R3="-2910000/0/-2910000/0" #Region 3 for subset tiling
BM_R4="-2910000/0/0/2910000" #Region 4 for subset tiling

#Output files from the subset tiling
R1="R1.xyz"
R2="R2_.xyz"
R3="R3.xyz"
R4="R4 _xyz"

#Output files from the Blockmedian filtering of the different regions
BM_OUTPUT1="0UTFILE_BM1.xyz"
BM_OUTPUT2="0OUTFILE_BM2.xyz"
BM_OUTPUT3="0UTFILE_BM3.xyz"
BM_OUTPUT4="0OUTFILE_BM4.xyz"
BM_OUTPUT="0UTFILE_BM.xyz" #Output file of the entire region

S_1="2000" #G6ridding cell size. Value is set as used for IBCAO 3.0

R_I1="500" #Resampling grid size

FILT="6000" #Filter size for smoothing

S_T="0.32" #Tension parameter, for use with GMT's surface

N_I="5000" #Max iterations in each gridding cycle. Default is set to 250
LU="5000" #Value constraining the upper limit of the grid
S_grd_out="out_grd.grd" #6Grid output file, unfiltered
CUT_R="-2904000/2904000/-2904000/2904000" #Geographic region of the final grid
CUT_grd_out="out_grd01.grd" #Cropped grid
FILT_grd_out="filt_grd0l.grd" #Filtered grid
RESAMP_grd_out="resamp_grd01.grd" #Resampled grid at the spacing set by R_I

# Point 2: Creation of filelist for input to the gridding procedure
# Note that there is not a separation of the data here into different categories, this is done in the remove-restore
procedure

#Input files are listed below, for additional files increase the list
FILElist=["filel_SB.xyz", "file2_MB.xyz", "file3_CONT.xyz","file4_TOPO.xyz"]
print FILElist[1]

B
# Point 7: Gridding , crop, filter and resampling
B
def grid():

# 7.1. 6rid the data using GMT surface
os.system("surface %s\\%s -R%s -1%s -N%s -T%s -G%s\\%s -Lu%s -V* % (DIRstr, BM_OUTPUT, BM_R,
S I, N_I, S_T, DIRstr, S_grd_out, LU))

B e e e e

# 7.2. Crop and filter the grid

os.system(“grdcut %s\\%s -R%s -G%s\\%s" %6 (DIRstr, S_grd_out, CUT_R, DIRstr, CUT_grd_out))

os.system("grdfilter %s\\%s -G%s\\%s -R%s -DO -Fc%s" % (DIRstr, CUT_grd_out, DIRstr, FILT_grd_out,
CUT_R, FILT))

HH T H A H A A A
# 7.3 Resampling of the IBCAO grid
os.system(“grdsample %s\\%s -G%s\\%s -R%s -1%s -V* % (DIRstr, FILT_grd_out, DIRstr, RESAMP_grd_out,
CUT_R, R_D)

T AT T T A T i e i it it i
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exit()

ff g gy L

# Point 3: Check the data for consistency (no empty lines or large outliers) and file merge
T A

F=open(r"%s\\%s" % (DIRstr,DATAstr), "w+" )

print "input file directory %s\n® % (DIRstr)
print "1. The following files will scanned and checked for consistency\n*
print "%s® % (FILElist)

while Cint <= len(FILElist)-1:
G=open("%s%s" % (DIRstr,FILElist[Cint]), "r" )
while 1:
line=G.readline()
line_items=line.split()
if not line: break
if len(line_items) == 3:
F.write(line)
Cint +=1
G.close()

F.close()

RERBHBHHHBHBHBH B AR AR AR R HR AR
# Point 4: Segment the data set into regions to handle large data amounts with GMT "blockmedian"
RARBHBHBHBHBHBHBH B AR R R HHRT

os.system("set EMM=RAM™)
os.system(“set dos=high, umb*®)
os.system(“gmtselect -R%s -V %s\\%s
os.system(“gmtselect -R%s -V %s\\%s
os.system(“gmtselect -R%s -V %s\\%s
os.system("gmtselect -R%s -V %s\\%s

> %s\\%s" % (BM_R1,DIRstr, DATAstr, DIRstr, R1))
> %s\\%s" % (BM_R2,DIRstr, DATAstr, DIRstr, R2))
> %s\\%s" % (BM_R3,DIRstr, DATAstr, DIRstr, R3))
> %s\\%s" % (BM_R4,DIRstr, DATAstr, DIRstr, R4))
e e e

# Point 5: Block median filtering

# RERBRBBHBHHHH BT

os.system(“set EMM=RAM®)

os.system("set dos=high, umb®)

os.system(“blockmedian -R%s -1%s -V -Q %s\\%s > %s\\%s" % (BM_R1,BM_I, DIRstr, R1, DIRstr,
BM_OUTPUT1))

os.system(“blockmedian -R%s -1%s -V -Q %s\\%s > %s\\%s" % (BM_R2,BM_1I, DIRstr, R2, DIRstr,
BM_OUTPUT2))

os.system(“blockmedian -R%s -1%s -V -Q %s\\%s > %s\\%s* % (BM_R3,BM_I, DIRstr, R3, DIRstr,
BM_OUTPUTS3))

os.system(“blockmedian -R%s -1%s -V -Q %s\\%s > %s\\%s" % (BM_R4,BM_I, DIRstr, R4, DIRstr,
BM_OUTPUT4))

#os.system('blockmedian -R%s -I%s -V -Q %s\\%s > %s\\%s" % (BM_R,BM_I, DIRstr, DATAstr, DIRstr, BM_OUTPUT))
#If only one region is used, the lines above should be commented out and this line used instead.

B e o e e ara
# Point 6 in the explanation. Merge all the block median data into one file

B e e e e ars
I=open(r-%s\\%s" % (DIRstr,BM_OUTPUT), "w+" )

H=open("%s%s" % (DIRstr,BM_OUTPUT1), "r* )

while 1:
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line=H.readline()

if not line: break

l.write(line)
H.close()

J=open("%s%s" % (DIRstr,BM_OUTPUT2), "r" )

while 1:
line=J.readline()
if not line: break
l.write(line)

J.close()

K=open("%s%s* 26 (DIRstr,BM_OUTPUT3), "r* )

while 1:
line=K.readline()
if not line: break
l.write(line)

K.close()

L=open("%s%s" %6 (DIRstr,BM_OUTPUT4), "r* )

while 1:
line=L.readline()
if not line: break

l.write(line)
L.close()
l.close()
HHHHHH A

# Point 7 in the explanation, see function in the beginning of the script.

HHHHHHHHH A H A A A A

gridQ
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Appendix 2: Python script Il: the remove-restore procedure

The following script details the procedure for adding the higher resolution source data sets, such
as multibeam, dense single beam echo soundings and land topography on top of the ‘base grid’
using the remove-restore method

The script is written in Python and uses embedded GMT routines.

-*- coding: cp1252 -*-

#

# GEBCO Cook Book Appendix 2 "Step 2 in the process of gridding the International Bathymetric Chart of the
Arctic Ocean (IBCAQ) Version 3.0"

#

# This script is stage two in the procedure used in generating IBCAO 3.0. It uses embedded GMT routines.
# The script uses a number of variables which are setup in Point 8. These example values were used to grid
#IBCAO 3.0. The user should modify these variables to match their own gridding project.

#

# The script will perform the following:

# 8. Setup of the variables

# 9. Creation of an input file for gridding

# 10. Segment the data into regions to handle large data amounts with GMT "blockmedian"

# 11. Block median filtering

# 12. Merge block median filtered segments into one file

# 13. Find the depth in the 'base grid' at the location of the block median filtered data points

# 14. Compute the difference in z-values between the block median data and the base grid

# 15. Create a difference grid

# 16. Merge the difference grid on top of the base grid

#

#This script originated from the remove-restore script written by D. Sandwell 08/08/07

# Written by Martin Jakobsson November 27 2011

#

#

#

#

from __future__ import division #This line includes the frue division avoiding problems with unwanted floor
division

import fileinput

import 0s

A
# Point 8: Setup of the variables
R R AR R

DIRstr="'C:\\IBCAOData\\' #Directory path to the data files, change to your path
BM_R="'-2904000/2904000/-2904000/2904000" #Blockmedian region set in GMT, this must fit the
geographic extent of the grid which is going to be updated

161




#It could be any coordinate system, the main point is that the region fits the geographic region of the base
grid to be updated

#The following are the output files from the Blockmedian filtering from each of the segmented regions for use
in remove restore

BM_RR_OUTPUT1='OUTFILE_RR_BM_1.xyz'

BM_RR_OUTPUT2='OUTFILE_RR_BM_2.xyz'

BM_RR_OUTPUT3='OUTFILE_RR_BM_3.xyz'

BM_RR_OUTPUT4='OUTFILE_RR_BM_4.xyz'

BM_1='500" # Blockmedian filter bin size, this should be the same as the cell size of the resampled base grid.
IBCAO_resamp="'resamp_grd01.grd" #The base grid

IBCAO_RR='IBCAO_RR.Xyz" #The input ASCIT file of all multibeam and dense single beam echo
soundings and land topography.

IBCAO_RR_SEGMENT='IBCAO_RR_SEGMENT.xyz' #This is a file that consists of all merged blockmedian
files.

IBCAO_resamp_predict="resamp_grd01_pred.xyzz' #This is the interpolated values output from grdtrack
IBCAO_resamp_diff="IBCAO_diff.xyz' #Points that are different when from the old IBCAO after check

with grdtrack against the new data
IBCAO_resamp_diff GRD='IBCAO_diff.grd"

IBCAO_final="IBCAO_final_RR.grd" #The final grid file
DIFF_P='0.5' #the difference criteria that need to be passed for updating of grid. In other words, the data
sets need to be different by at least this amount for an update to take place

S _C='0.001" #1teration parameter
S_T='0.32' #Tension variable for use with the GMT surface gridding command

#In order to handle large volumes of data with Blockmedian, it may be necessary to cut the full area into
sections. The user must change the values given here to those appropriate for their own gridding project.
Values can be set in any coordinate system or latitude or longitude if a geographic grid is created. Note that
this region should extend slightly outside of the final grid boundaries to account for edge effects.
BM_R1="0/2910000/0/2910000" #Region 1 for subset tiling. This tiling is only required for very large data
sets (100 million soundings or more).

BM_R2='0/2910000/-2910000/Q" #Region 2 for subset tiling

BM_R3="-2910000/0/-2910000/0' #Region 3 for subset tiling

BM_R4="-2910000/0/0/2910000' #Region 4 for subset tiling

#Output files from the subset tiling
R1='R1_RR.xyz'
R2='R2_RR.xyz'
R3='R3_RR.xyz'
R4='R4_RR.xyz'

R R R R R R R

# Point 9: Creation of an input file for gridding
HH B
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o0s.system('set EMM=RAM)

0s.system(’set dos=high, umb")

DATAstr=IBCAO_RR

FILElist=["file1_SB_dense.xyz','file2_MB.xyz','file4_TOPO.xyz"] #All input files should be listed

here.
print '%s' % (FILElist)
F=open(r'%s\\%s' % (DIRstr,DATAstr), 'w+")
Cint=0
while Cint <= len(FILElist)-1:
G=open('%s%s"' % (DIRstr,FILElist[Cint]), 'r*)
while 1:
line=G.readline()
line_items=line.split()
if not line: break
if len(line_items) == 3:
F.write(line)
Cint +=1
G.close()

R R T R T T R T T T T R
# Point 10: Segment the data into regions to handle large data amounts with GMT "blockmedian”
HH

os.system('gmtselect -R%s -V %s\\%s > %s\\%s' % (BM_R1,DIRstr, DATAstr, DIRstr, R1))
os.system('gmtselect -R%s -V %s\\%s > %s\\%s' % (BM_R2,DIRstr, DATAstr, DIRstr, R2))
os.system(‘gmtselect -R%s -V %s\\%s > %s\\%s' % (BM_R3,DIRstr, DATAstr, DIRstr, R3))
os.system(*gmtselect -R%s -V %s\\%s > %s\\%s' % (BM_R4,DIRstr, DATAstr, DIRstr, R4))

R R R R R R A
# Point 11: Block median filtering
HHHHA R

os.system(’'blockmedian -R%s -1%s -V -Q %s\\%s > %s\\%s' % (BM_R1,BM_I, DIRstr, R1, DIRstr,
BM_RR_OUTPUTL1))

os.system('blockmedian -R%s -1%s -V -Q %s\\%s > %s\\%s' % (BM_R2,BM_I, DIRstr, R2, DIRstr,
BM_RR_OUTPUT2))

os.system('blockmedian -R%s -1%s -V -Q %s\\%s > %s\\%s' % (BM_R3,BM_I, DIRstr, R3, DIRstr,
BM_RR_OUTPUT3))

os.system('blockmedian -R%s -1%s -V -Q %s\\%s > %s\\%s' % (BM_R4,BM_1I, DIRstr, R4, DIRstr,
BM_RR_OUTPUT4))

F.close()

HHBHH BB R
# Point 12: Merge the blockmedian filtered segments
R R R R R R R R R

DATAstr2=IBCAO_RR_SEGMENT
L=open(r'%s\\%s' % (DIRstr,DATAstr2), ‘w+")
FILElist2=['OUTFILE_RR_BM_1.xyz',"OUTFILE_RR_BM_2.xyz','OUTFILE_RR_BM_3.xyz','OUTFILE_RR_B
M_4.xyz']
Cint2=0
while Cint2 <= len(FILElist2)-1:

K=open('%s%s"' % (DIRstr,FILElist2[Cint2]), 'r")
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while 1:
line=K.readline()
line_items=line.split()
if not line: break
if len(line_items) == 3:

L.write(line)
Cint2 +=1
K.close()

L.close()

HEREH AR

# Point 13: Find the depth in the 'base grid' at the location of the blockmedian filtered data points
HEHBHHIHHBH BRI

#Find the depth in the base grid at the location of the blockmedian filtered data points.

os.system('grdtrack %s -G%s -V -S > %s' %
(IBCAO_RR_SEGMENT,IBCAO_resamp,IBCAO_resamp_predict))

R R R R R R R R R R R R R R B R R R
# Point 14: Compute the difference in z-values between the blockmedian data and the base grid

HEH R R R R R R R R R

I=open(‘%s' % (IBCAO_resamp_diff), 'w+")
H=open('%s' % (IBCAO_resamp_predict), 'r')
while 1:

line2=H.readline()

if not line2: break

X_str,Y_str,Z1_str,Z2_str=line2.split()

X_f=float(X_str)

Y_f=float(Y_str)

Z1 f=float(Z1_str)

Z2_ f=float(Z2_str)

DIFF_1=72 f-7z1 f

DIFF_2=z1 f-z2_f

DIFF_P_f=float(DIFF_P)

if DIFF_1 > DIFF_P_f or DIFF_2 > DIFF_P_f:

l.write('%s %s %s\n' % (X_str,Y_str,DIFF_2))

l.close()

R R T
# Point 15: Create a difference grid
SRR R R

#Create a grid using the GMT nearneighbor routine, that consist of the differences between the blockmedian
filtered data and the base grid

os.system('nearneighbor %s -G%s -R%bs -1%s -S1000 -N4 -EO -V' %
(IBCAO_resamp_diff,IBCAO_resamp_diff_ GRD,BM_R,BM_1))

HHHHHHH A
# Point 16: Merge the difference grid on top of the base grid
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TR R R R R

#This step adds the difference grid on top of the base grid using grdmath from GMT
os.system(‘grdmath %s %s ADD = %s"' % (IBCAO_resamp,IBCAO_resamp_diff_GRD,IBCAO_final))

ittt

### clean up the mess
HitH

##rm global.grd diff.grd

import fileinput
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Appendix 3: IBCAO Compilation Team

"Martin Jakobsson, 2Larry Mayer, *Bernard Coakley, “Julian A. Dowdeswell, *Steve Forbes,
®Boris Fridman, "Hanne Hodnesdal, °Riko Noormets, *Richard Pedersen,"Michele Rebesco
“Hans-Werner Schenke, ?Yulia Zarayskaya, ‘°Daniela Accettella, ?Andrew Armstrong,
3Robert M. Anderson, **Paul Bienhoff, >Angelo Camerlenghi, **lan Church, ’Margo Edwards,
ZJames V. Gardner; **John K. Hall, *Benjamin Hell, **Ole Hestvik, 2>Yngve Kristoffersen,
IChristian Marcussen, ‘Rezwan Mohammad, “David Monahan, ?David Mosher, %Son V.
Nghiem, **Maria Teresa Pedrosa, *Paola G. Travaglini, *Pauline Weatherall;

'Dept. of Geological Sciences, Stockholm University, Sweden; “Center for Coastal and Ocean
Mapping/Joint Hydrographic Center, University of New Hampshire, USA; ®Dept. of Geology
and Geophysics, University of Alaska Fairbanks, USA; *Scott Polar Research Institute,
University of Cambridge, UK; °Canadian Hydrographic Service, Canada; ®Moscow
Aerogeodetic Company, Russian Federation; ‘Norwegian Mapping Authority, Hydrographic
Service, Norway; ®The University Centre in Svalbard, Longyearbyen, Norway; *National Survey
and Cadastre, Denmark; “Istituto Nazionale di Oceanografia e di Geofisica Sperimentale (OGS),
Italy; *Alfred Wegener Institute for Polar and Marine Research (AWI), Germany; *? Laboratory
of Ocean Floor Geomorphology and Tectonics, Geological Institute RAS, Russian Federation;
35cience Applications International Corporation, USA; ** Johns Hopkins University Applied
Physics Laboratory, USA; " ICREA and University of Barcelona, Spain; °Dept. Geodesy and
Geomatics Engineering, University of New Brunswick, Canada;'’University of Hawaii at
Manoa, USA;**Geological Survey of Israel, Israel;"?OLEX, Norway;*’Dept of Earth Science,
University of Bergen, Norway;**Geological Survey of Denmark and Greenland,
Denmark;*Geological Survey of Canada, Canada“*Jet Propulsion Laboratory, California
Institute of Technology, USA; *British Oceanographic Data Centre (BODC), UK.

8.3  Testing of gridding methods

In order to test different gridding methods, it is necessary to compare the resulting grid with
control data that were not used to make the grid. These control data may have been intentionally
withheld for testing purposes, or they may not have been available when the grid was calculated.
The differences between the control data and the grid are considered to be "errors,” which can be
quantified and compared to assess how well a gridding method does.

8.3.1 Distance to Control
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Contributed by K. M. Marks, NOAA Laboratory for Satellite Altimetry, USA

We have developed a method that can be used to test different gridding algorithms. It has been
used previously to assess errors in bathymetry models (Marks and Smith, 2010). The method
can also be used to assess errors in any local or regional depth grids where there are multibeam
or other “ground truth” depths available to compare the grids against. The “ground truth” data
must not be incorporated into the depth grid for the technique to work, and there needs to be an
area with a large gap between control points for testing. This method can also be used to
evaluate different gridding techniques. A successful gridding algorithm will have smaller errors
when compared to the ground truth data.

We demonstrate the use of the error assessment method to evaluate different gridding algorithms.
For this example, following NOAA Technical Report NESDIS 132 (Marks and Smith, 2011), we
select a small study area encompassing several seamounts (left panel in Figure 8.7) that has large
gaps between control points and is traversed by several swaths of JAMSTEC multibeam data that
can serve as “ground truth.” Figure 8.7 (right panel) shows a distance to control map that was
calculated from control points in bathymetry model version 12.1". Version 12.1" had JAMSTEC
data intentionally withheld from bathymetry model version 12.1 (Smith and Sandwell, 1997) for
testing purposes.

Distance to control may be calculated in two ways. Smith wrote a program (Appendix C; Marks
and Smith, 2011) exploiting the even/odd encoding of control points in Smith and Sandwell
bathymetry models to compute a distance to control grid directly from the model “img” file.
However, distance to control may be calculated from any control points using the GMT routine
“grdmath” with the PDIST operator. The command line for calculating distance to control from
any user-supplied control points is listed below. This will enable users to test any bathymetry
grids for errors as a function of distance to control.

grdmath controlpoints.xy —Rminlon/maxlon/minlat/maxlat —Igrdspacing —fg PDIST = distance_grd
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Figure 8.7 JAMSTEC multibeam swaths (red) plotted on bathymetry version 12.1" (left). Map of “distance
to control” corresponding to bathymetry version 12.1" (right). Black dots are V12.1" grid cells constrained by
ship soundings. V12.1" was created without JAMSTEC data.

In our example here we used depth values from the constrained grid cells from VV12.1" in the
study area as input into different gridding algorithms: GMT routine “surface,” employed with the
tension set to “0” and set to “1,” and GMT routine “nearneighbor.” Surface tension set to “0”
gives the minimum curvature solution, and set to “1” gives a harmonic surface where maxima
and minima are only possible at control points. “Nearneighbor” uses a nearest neighbor
algorithm to assign an average value within a radius centered on a node. The GMT command
lines used to produce the gridding solutions shown in Figure 8.8 are listed below.

Surface w/T0 Surface w/T1 Nearest Neighbor
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Figure 8.8 Results of gridding depths from V12.1" at constrained grid cells (black dots): GMT “surface”
gridding routine with tension set to 0 (left) and set to 1 (middle), and “nearneighbor” gridding routine (right).

surface topo_12.1.nojamstec.controls.xyz -R0/2.7/0/3.41666666667 -11m -TO -Gsurface.tO_grd

surface topo_12.1.nojamstec.controls.xyz -R0/2.7/0/3.41666666667 -11m -T1 -Gsurface.tl_grd

nearneighbor topo_12.1.nojamstec.controls.xyz -R0/2.7/0/3.41666666667 -N4/1 -S100k -I1m
-Gnearneighor.1m_grd

Each gridding algorithm produces a very different result. By comparing these results to the
JAMSTEC multibeam “ground truth” data (red dots in Fig. 8.7, left panel), we can assess which
algorithm produced the best match to the observed depths. Note that no interpolated solution
detects seamounts in gaps between ship controls (Fig. 8.8). However altimetric bathymetry
model VV12.1" (Fig. 8.7, left panel) does detect seamounts in gaps between ship soundings. The
model fills these gaps with depths estimated from satellite gravity, which reflects the underlying
seafloor topography.

In Figure 8.9 we show the errors (i.e., the absolute value of the differences) between the

JAMSTEC multibeam depths and depths produced by the different GMT gridding routines. In
our example, GMT routine “surface” with a tension of 1 has the smallest errors.

MB - Surface w/T0 MB - Surface w/T1 MB - Nearest Neighbor

2000

Error, m

1] 10 20 30 40 1] 10 20 30 40 1] 10 20 30 40
Distance from Control, km Distance from Control, km Distance from Control, km

Figure 8.9 Errors are the absolute value of the differences between multibeam depths from swaths plotted in
Figure 8.7 and gridded depths from GMT routines “surface” with tension set to 0 (left) and set to 1 (middle),
and from GMT “nearneighbor” (right), plotted against distance from the nearest sounding control.

8.3.2 Histograms

The errors can also be displayed in the form of a histogram (Figure 8.10). The error distribution
from gridding with GMT routine “surface” with tension set to 0 shows the largest errors and they
are generally negative (depths from “surface” grid are deeper than multibeam depths).
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Figure 8.10 Histogram of the differences between multibeam depths from swaths plotted in Figure 8.7 and
grids from GMT routines “surface” with tension set to 0 (left) and set to 1 (middle), and from GMT
“nearneighbor” (right) depths.

It is also possible to map regional errors resulting from the different gridding algorithms. The
interpolated grids (shown in Fig. 8.8) can be subtracted from a gridded solution that incorporated
all the ship controls (in this example, bathymetry model VV12.1). The pattern of regional depth
differences (Fig. 8.11) can help in evaluating how well a gridding routine is doing.

V12.1 - Surface w/T0 VI12.1 - Surface w/T1 V12.1 - Near Neighbor

-4 200 ] 200 40 -4 200 ] 200 40 40 200 ] 200 40
Depth Difference, m Depth Difference, m Depth Difference, m

Figure 8.11 Regional depth differences between VV12.1 and results from different GMT gridding routines
(shown in Fig. 8.8). Black dots are constrained grid cells in V12.1.
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8.3.3 Statistical tests

TEXT IN PREPARATION

8.4  Other routines for use on gridded data
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Contributed by Matthew Love and Barry Eakins, National Geophysical Data Center, USA, and
David Sandwell, Scripps Institution of Oceanography, USA

Below are miscellaneous routines for use on gridded data. The routines include gdal_query.py,
which compares gridded elevations with xyz data, update_grid, which updates a grid with new
grid cell values, and gdal_perspective.py, which creates color-perspective images of DEMs.

gdal_query.py

This Python script uses GDAL (http://www.gdal.org/) to query a GDAL-readable grid, such as
netcdf, at the locations of xyz data in a specified file. It returns an ASCII file with xyz of the
original data, as well as the grid elevation value at each point and the difference between these
values. This script is useful for quantifying how well the grid represents the source data it was
built from, or compares with other, independent data that were not used in grid development.
Developer - Matthew Love, NOAA National Geophysical Data Center.

#1/usr/bin/env python

H# -

# Description: Compare the values found in a source "xyz" ascili
# file to those of a gdal compatible gridfile, or
# sample a gridfile to xy points in an xy* file.
#

# Depends: GDAL ; NumPy

H -

H——

import sys

import os

import math

import re

import struct

import numpy as np

import osgeo.gdal as gdal
H——

gg_version = "1.8.2"°

def con_dec(x, dec):
"""Return a float string with n decimals
(used for ascii output)."""

if x is None:
print >> sys.stderr, '‘gdal_query: Error, Attempting to convert a
"None® value."
return
fstr = "%." + str(dec) + "f"
return fstr % x

# Convert a geographic x,y value to a pixel location of geoTransform
def geo2pixel( geo_x, geo_y, geoTransform ):
it geoTransform[Z] + geoTransform[4] = :
pixel x = (geo_x - geoTransform[O]) / geoTransform[1]
pixel y = (geo_y - geoTransform[3]) / geoTransform[5]
else:

172



http://www.gdal.org/

pixel_x, pixel_y = apply_gt( geo_x, geo_y, invert_gt( geoTransform

D)
return int(pixel_x), int(pixel_y)

# Convert a pixel location to geographic coordinates given geoTransform
def pixel2geo( pixel _x, pixel_y, geoTransform ):

geo_x, geo y = apply_gt( pixel_x, pixel_y, geoTransform )

return geo_x, geo_y

def apply gt( in_x, in_y, geoTransform ):

out_x = geoTransform[0] + in_x * geoTransform[1l] + in_.y *
geoTranstorm[2]

out_y = geoTransform[3] + in_x * geoTransform[4] + iny *
geoTransform[5]

return out_x, out_y

def invert gt(geoTransform):

det = geoTransform[1l] * geoTransform[5] - geoTransform[2] *
geoTransform[4]

if abs(det) < 0.000000000000001:

return

invDet = 1.0 / det

# compute adjoint and divide by determinate

outGeoTransform = [0,0,0,0,0,0]

outGeoTransform[1] = geoTransform[5] * invDet
outGeoTransform[4] = -geoTransform[4] * invDet
outGeoTransform[2] = -geoTransform[2] * invDet
outGeoTransfrom[5] = geoTransform[1l] * invDet
outGeoTransform[0] = ( geoTransform[2] * geoTransform[3] -

geoTransform[0] * geoTransform[5] ) * invDet

outGeoTransform[3] = ( -geoTransform[1] * geoTransform[3] +
geoTransform[0] * geoTransform[4] ) * invDet

return outGeoTransform

def
query_gdal (inxyz,ingrd,delim,xloc,yloc,zloc,nodata,out_form,addit,return_a
11,verbose):

"""Compare an xyz file to a gdal-compatible grid file.

if inxyz == sys.stdin:
in_plot = inxyz
else:
in_plot = open(inxyz, °rv)

# Process the grid file

ds = gdal.Open(ingrd)

comp_geot = ds.GetGeoTransform()
band = ds.GetRasterBand(1)

# Load the grid into a numpy array

tgrid = band.ReadAsArray()

#except:
xyz_vs_gdal (inxyz,ingrd,delim,xloc,yloc,zloc,nodata,out_form,addit,return_
all,verbose)

# Get some grid info
if nodata is None: nodata
if nodata is None: nodata

band.GetNoDataValue()
-9999

cellsize = [float(comp_geot[1]), float(comp_geot[5])]
xextent = Float(comp_geot[0])
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yextent = Float(comp_geot[3])

# Process the xyz file

n=20
for 1 in in_plot:
n+=1

iT verbose:
print >> sys.stderr, ‘‘gdal_query: " + str(n), "\r",
try:
x = Float(i.split(delim)[int(xloc)].strip())
y = float(i.split(delim)[int(yloc)].strip())
it zloc == "-":
z = nodata
else:

z = Float(i.split(delim)[int(zloc)]-strip(Q)

except:
print >> sys.stderr, 'gdal _query: Failed to read line: %s"
(i),
x=xextent - 10
y=yextent + 10

# Continue i1f values are reasonable.
ifT x > xextent and y < yextent:
Xpos,ypos = geo2pixel(x,y,comp_geot)
#xpos = int(math.fabs(math.ceil((xextent -
x)/Float(cellsize[0]))))
#ypos = int(math.fabs(math.ceil((y -
yextent)/float(cellsize[1]*-1))))

# Locate the grid cell and get it"s value
try: g = tgrid[ypos,xpos]
except: g = nodata

nodata
nodata
nodata
nodata

T oOQ

nodata:
z -4dg
z +g
IXME ## as d/g*100 woudl fail if g was zero
f g==0:

g += 0.0000001
/FIXME ##
is the percent difference
con_dec(math.fabs(float(d/g*100)), 2)
is the "scaled" difference
con_dec(math.fabs(d /7 (z + g9)), 4)

T

nwHOHFEHR
nHoio

# Print out the results
d = con_dec(d, 4)

outs = []
for i in out form:
outs.append(varsQILi])
print(delim.join(map(str, outs)))
else:
if return_all:
d = nodata
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p = nodata
Cc = nodata
S = nodata
g = nodata
outs = []

for 1 in out form:
outs.append(varsQI[i])
print(delim_join(map(str, outs)))
if verbose:
print >> sys.stderr, '\n",

def Usage():
print("Usage: gdal _query.py [-delimiter char] [-s_format "0,1,2"] *)

print(” [-d_format "xyzgdps'] [-d_nodata value] [-
header] ")

print(” [-return_all] [-verbose]")

print(” grdfile [srcfile]")

print(™")

print("Input options:*)

grint(' grdfile\tSpecifies which gdal-compatible grid file in which
to "

print(" \t\tquery values.")

print(" srcfile\tSpecifies which xy* file In which to query grdfile
with, ")

print(®* \t\tif not given, will read from standard input.")

print(" -delimiter\tSpecifies the input xy* delimiter")

print(" -s_format\tSpecifies the input xy* format, a quoted triplet
specifying”)

print(" \t\twhere the x,y and z values are located.")

print(" \t\tlf there is no input z value, specify with a -, i.e. %)

print(" \t\t-s_format "0,1,-"%)

print(™")

print("Output options: ™)

print(" -d_format\tSpecifies the output xy* format, a quoted string
specifying *

print(" \t\twhich output values to return.")

print(" \t\tOptions are x,y,z,g,d,p,C,S; where z is the input z
value, g i1s the grid 7)

print(" \t\tz value, d is the difference between the input z value
and gridT)

print(®* \t\tz value, p is the product of the input z value and the
grid z vallue, ")

print(" \t\tc is the percetage difference and s is the scaled
difference.")

print(®" -d_nodata\tSpecifies the output nodata value, will use the
nodata value from®)

print(" \t\tthe input grid if not specified.")

print(" -header\tiIndicates that the output will have a header
included, default is False.")

print(" -return_all\tWill prompt the return of all input points,
regardless of location®)

print(" \t\twhen compared to the input grid file, with grid values
considered as nodata.")

print(™")

print(“General options:*)

print(" -verbose\tWill i

print(™")

print("Example:*)

print("To query grd.tif with an ascii xy Ffile (values.xy) with comma
delimited fields and )

ncrease verbosity.")
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print(*no z-value and return the xy values from the input xy file and
the z values™)
print("from grd.tif:")
print(“gdal_query.py -delimiter "," -s format "0,1,-" -d_format *xyg"
grd.tif values.xy > values.xyz")

print("\ngdal_query v.%s" %(gq_version))
sys.exit( 1)

inxyz=None
ingrd=None
delim=" "
xyzf="0,1,2"

out_xyzf="xyzg"

xyzh=False
addit=False

verbose=False
return_all=False
out_nodata=None

gdal .AllRegister()

argv = gdal.GeneralCmdLineProcessor( sys.argv )
if argv is None:
sys.exit(0)

# r
i 1
while i
arg

Parse command line arguments.
i

< len(argv):
= argv[i]

if arg == "-delimiter":

Qelim

elif arg == -
xyzFf = str(argv[i+1])
i=10+1

argv[[i+1]
1

"-s format":

elif arg == "-d_format":

out_xyzf = str(argv[i+1])
i i 1

elif arg == "-d_nodata“:

out_nodata = float(argv[i+1])

i=1+1

elif arg == "-header":
xyzh = True

elif arg ==
addit

elif arg ==
verbose

elif ar

"-addition”:
True

"-verbose”:
= True

"—-return_all”:

return_all = True
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elif arg[0] == "-":
Usage()

elif ingrd is None:
ingrd = arg

elif inxyz is None:
inxyz = arg

else:
Usage()

i=1+1

if inxyz == None:
inxyz = sys.stdin

if ingrd == None:
Usage()
sys.exit(0)

#-- Parse point locations.

xloc = xyzf.split(",")[0]-strip()
yloc = xyzf.split(’,")[1]-strip()
zloc = xyzf._.split(',")[2]-stripQ

out_form = tuple(re.findall(r*(\D)",out_xyzf))

if xyzh == True:
outs = []
for 1 in out form:
outs.append(i)
print delim_join(outs)

query_gdal (inxyz,ingrd,delim,xloc,yloc,zloc,out_nodata,out_form,addit,retu
rn_all,verbose)
#--END
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update_grid

This csh script uses GMT (http://gmt.soest.hawaii.edu/) to update a GMT readable grid with new
data from a specified xyz file. The new grid created will have elevation values representative of
the new data, not the values in the original grid. Cells without new data will retain the values of
the original grid. This script is useful for quickly improving a pre-compiled grid with new,
trusted data. Developer — David Sandwell, Scripps Institution of Oceanography.

#1/bin/csh

# D. Sandwell 08/08/07

#

# Update the topography grid using some new trusted data.
#

# check the number of arguments
#

if ($#argv < 9) then

echo " Usage: update _grid topo.xyz topo _old.grd lonO lonf latO latf dlon
dlat edit"”

echo topo.xyz - file of lon, lat, depth (neg meters)™

echo " topo_old.grd - existing low resolution grid of topography"

echo " lonO - left boundary of output grid (0-360)"

echo " lonf - right boundary of output grid (0-360)"

echo " lato - lower boundary of output grid”

echo " latf - upper boundary of output grid"

ec;o " dlon - longitude spacing of output grid (e.g.,
.001)"

echo " dlat - latitude spacing of output grid"”

ecﬂo " edit _ remove |differences| > edit”

echo " "

echo "Example: update grid german_iceland.xyz topo_old.grd 340 343 65 68
.01 .o1"

exit 1
endif
#
# Tirst blockmedian the input data to make the file smaller
#
blockmedian $1 -R$3/$4/%$5/%$6 -1$7/%$8 > block.xyz
#
# make a matching grid from the global topo

#

grd2xyz $2 -R$3/%$4/$5/$6 -S > global.xyz

surface global._.xyz -R$3/$4/$5/$6 -1$7/$8 -T.00 -V -Gglobal.grd
#

# interpolate the new data through the old grid

#
grdtrack block.xyz -Gglobal.grd -S > predict.xyzz
#

awk "{if(V(($4-$3) > "$9" || ($3-%$4) > "$97)) print($l, $2, $3-$4)}" <
predict.xyzz > block.xyd

ﬁ now make the difference grid

zurface block.xyd -R$3/$4/%$5/%$6 -1$7/%$8 -T.35 -V -Gdiff_grd

% add the two grids
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grdmath global._grd diff.grd ADD = final_topo.grd
#

# clean up the mess

#

rm global.grd diff_grd
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gdal_perspective.py

This Python script uses GDAL (http://www.gdal.org/), ImageMagick (http://imagemagick.org)
and PovRay (http://povray.org) to generate a color perspective image of a GDAL-readable grid,
such as netCDF or GeoTiff. This script is useful for generating quality perspective images of
grids for use in DEM development as a tool for QA/QC and for reporting and visualization of the
final DEM product. Developer - Matthew Love, NOAA National

Geophysical Data Center.

#1/usr/bin/env python

import sys

import os

import math

from osgeo import gdal
import numpy as np

gp_version = "0.0.2"
gg_equat = 111321.543

## Colors

trs = (-11000,-10500,-10000,-9500,-9000,-8500,-8000,-7500,-7000,
-6500,-6000,-5500,-5000, -4500, -4000,-3500,-3000, -2500, -2000,
-1500,-1000,-500,-0.001,0,100,200,500,1000,1500,2000,2500,3000,
3500,4000,4500,5000,5500,6000,6500,7000,7500,8000)

colors =
([10,0,121],[26,0,137],[38,0,152],[27,3,166],[16,6,180],[5,9,193],

[0,14,203].[0,22,210].[0.30,216],[0,39,223],[12,68,231],[26,102,240],
[19,117,244],[14,133,249],[21,158,252], [30,178,255], [43,186,255], [55,193, 2
55

[65,200,255], [79,210,255], [94,223,255] , [138,227,255] , [138,227,255],
[51,102,0],[51,204,102],[187,228,146],[255,220,185], [243,202,137], [230, 184

[217,166,39],[168,154,31],[164,144,25],[162,134,19],[159,123,13], [156,113,
71,

[153,102,0],[162,89,89],[178,118,118],[183,147,147],[194,176,176], [204,204
,204],
[229,229,229], [138,227,255], [51,102,0])

elevs = [-20,-19.09090909,-18.18181818,-17.27272727,-16.36363636, -
15.45454545,
-14.54545455,-13.63636364 ,-12.72727273,-11.81818182,-10.90909091,
-10,-9.090909091,-8.181818182,-7.272727273,-6.363636364 , -
5.454545455,
-4 .545454545,-3.636363636,-2.727272727,-1.818181818, -
0.909090909,-0.001,
0,48.06865898,96.13731797,240.3432949,480.6865898,721.0298848,

961.3731797,1201.716475,1442_.05977,1682.403064,1922.746359,2163.089654,
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2403.432949,2643.776244,2884.119539,3124 . 462834 ,3364.806129,3605. 149424,
3845.492719]

def scale_el(value, min, max, tr):
if value > 0 and max > O:
return (max * tr) / 8000
elif value < 0 and min < O:
return (min * tr) / -11000
elif value == 0:
return O
else: return None

def make_cpt(ingrd, grdmm):
out_Ffile = "%s.cpt” %(ingrd)
out_cpt = open(out_file, “w")

## NoData

nd = returnNoData(ingrd)
nd_string = str(nd) + ™ 0 O O\n"
out_cpt.write(nd_string)

for i,j in enumerate(elevs):
elevs[i] = scale_el(elevs[i], grdmm[4], grdmm[5], trs[i])
if elevs[i] !'= None:
outs = elevs[i],colors[i][0],colors[i][1],colors[i][2]
#print outs
out_cpt.write(” ".join(map(str, outs)))
out_cpt.write(''\n"")

## Get min/max info about “ingrd*
def returnMinMax(ingrd):

# Process the grid file

ds = gdal.Open(ingrd)

comp_geot = ds.GetGeoTransform()

cellsize = [float(comp_geot[1]), Float(comp_geot[5])]
xmin = float(comp_geot[0])

ymax = Float(comp_geot[3])

#nodata = ds.GetRasterBand(1) .GetNoDataValue()
#print xmin,ymax

band = ds.GetRasterBand(1)
nodata = band.GetNoDataValue()
tgrid = band.ReadAsArray()

#tgrid[tgrid==nodata]=float( " nan”)
#outarray[np. isnan(outarray)]=ndata
if np.isnan(nodata):
tgrid=np.ma.MaskedArray(tgrid, mask=(np.isnan(tgrid)))
else:
tgrid=np.ma.MaskedArray(tgrid, mask=(tgrid==nodata))

#print comp_geot
Xs = ds.RasterXSize
ys = ds.RasterYSize

zmin = tgrid.min()
zmax = tgrid.max()
xmax = xmin + (cellsize[0] * xs)
ymin = ymax + (cellsize[l] * ys)
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return [xmin, xmax, ymin, ymax, zmin, zmax, XS, Yys]

def
ds =

returnNoData(ingrd):
gdal .Open(ingrd)

return ds.GetRasterBand(l) .GetNoDataValue()

def

degree2radian(deg):

return (deg/180.0) * math.pi

def

radian2degree(rad):

return (rad/math.pi) * 180.0

def

def

latlonlen(lat):
lonlen =
latlen = 1 * gg

_equat
return [lonlen, latlen]

math.cos(degree2radian(lat)) * gg_equat

pre_perspective(ingrd, grdmm, cpt):

gd_translate = "'gdal_translate -ot UIntl6 -of PNG -scale %s %s 0 65535
%s temp.png\n\
gdal_translate -srcwin 1 1 %s %s -of PNG temp.png dem_16bit.png\n\
gdaldem color-relief %s %s temp2.tif\n\
gdal_translate -srcwin 1 1 %s %s temp2.tif rgb.tif\n\
rm temp.* temp2.*\n\
convert -transparent \"'rgb(0,0,0)\" rgb.tif rgb.png\n\
convert -size 10000 dem_16bit.png dem_16bit _10000.png\n\
convert -transparent \"rgh(0,0,0)\" -size 10000 rgb.png rgb_10000.png\n™

%(grdmm[4], grdmm[5],
grdmm[6]-2, grdmm[7]-2,

ingrd,
ingrd,

cpt, grdmm[6]-2, grdmm[7]-2)
return gd_translate

def povray_template(ingrd, grdmm, options):

I1len = latlonlen(grdmm[2])
povr_out = "%s.pov" %(ingrd)
povr_file = open(povr_out, "w")

povr_file.write('// DEM\n\

\n\

//global_settings { assumed_gamma 2.2 }\n\
\n\

#include \"colors.inc\"\n\

\n\
#declare
\n\
//\n\

Bi =

2:\n\

// Custom parameters

//\n\
#declare
#declare
\n\
#declare
#declare
#declare
#declare
#declare
#declare
\n\

// Obtained from

rgb_image =
dem_image =
xdim = %s;

ydim = %s;

max_y = %s;
min_y = %s;
min_z = %s;
max_z = %s;

start here\n\

\""rgb.png\'"\n\
\"dem_16bit.png\""\n\

//number of pixels
//number of pixels

//maximum
//minimum
//minimum
//maximum

http://www.csgnetwork.com/degreelenllavcalc.html

in X-direction\n\
in y-direction\n\
latitude extent\n\
latitude extent\n\
elevation\n\

elevation\n\

\n\

#declare deg_lat len

= %s; //length of a degree of latitude in meters \n\
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ﬁdsclare deg _lon_len = %s; //length of a degree of longitude in meters\n\
n
// Position of camera \n\
#declare cam _azimuth = %s;\n\
#declare cam_elevation = %s;\n\
#declare cam_distance = %s; \n\
#declare cam_view_angle = %s;\n\
\n\
// Position of the \"'sun\" \n\
#declare light_azimuth = cam_azimuth+90;\n\
#declare light_elevation = %s;\n\
ﬁdsclare light_distance = %s; \n\
n
#declare vertical _exaggeration = %s;\n\
//\n\
// Custom parameters end here\n\
//\n\
\n\
#declare lon_scale = deg_lon len / deg_lat_len;\n\
#declare z_scale = (100 * (max_z - min_z)) / (deg lat_len * (max_y -
min_y));\n\
\n\
#declare cam_x = cam_distance * cos(radians(cam_elevation)) *
sin(radians(cam_azimuth));\n\
#declare cam_y = cam_distance * sin(radians(cam_elevation));\n\
#declare cam_z = cam_distance * cos(radians(cam_elevation)) *
cos(radians(cam_azimuth));\n\
#declare light_x = light_distance * cos(radians(light_elevation)) *
S|n(rad|ans(llght azimuth));\n\
#declare light y = light_distance * sin(radians(light_elevation));\n\
#declare light_z = light_distance * cos(radians(light_elevation)) *
Soi(radlans(llght azimuth));\n\
n
#declare TextureO = // Color elevation image (24-bit RGB PNG)\n\
texture {\n\
pigment{\n\
image_map { \n\
png rgb_image map_type O once interpolate Bi \n\
3} \nm\
3 \n\
finish { ambient 0.4 diffuse 0.8 } \n\
rotate x*90 \n\
A\
\n\
\n\
height _field { // Unsigned 16-bit PNG DEM\n\
png dem_image \n\
smooth\n\
clipped by {box { <0, 0, 0>, <0.999, 1, 0.999> } F\n\
texture { TextureO }\n\
translate <-0.5, 0, -0.5>\n\
scale <100*lon_scale*xdim/ydim,\n\
vertical_exaggeration*z_scale, //Vertical exaggeration\n\
100>\n\
3} \,m\
\n\
\n\
camera {\n\
angle cam_view_angle\n\
location <cam_x, cam_y, cam_z>\n\
look at <0, 0, 0> \n\
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\n\
\n\
light_source { <light_x, light_y, light_z> color White shadowless parallel

F\n\
\n\

background { White } \n\

' %(grdmm[6],grdmm[7],grdmm[3],
grdmm[2] ,grdmm[4] ,grdmm[5],
I1len[O],Illen[1],0ptions|[0],
options|1],options[2],options[3],
options|[4],options[5],options[6]))
povr_file.close()

# print("\ngdal_perspective v.%s" %(gp_version))

def Usage():

print(™")

print(~gdal_perspective.py srcfile [-width n] [-height n]")

print(” [-azimuth n] [-elevation n]")

print(” [-distance n] [-view-angle n]")

print(” [-1ight-elevation n] [-light-distance n]~")
printg' ) [-vertical-exaggeration n] [-cpt n] [-9]°)
print(™"

sys.exit( 1)

if _ name_ == " main__
ingrd=None
pov_wid=1000
pov_height=800
pov_azimuth=130
pov_elevation=27
pov_distance=235
pov_view_angle=35
pov_light _elevation=30
pov_light_distance=10000
pov_vertical_exag=2
quiet=False
user_cpt=None

gdal .AllRegister()
argv = gdal .GeneralCmdLineProcessor( sys.argv )
if argv is None:

sys.exit(0)

# Parse command line arguments.
i=1
while 1 < len(argv):
arg = argv[i]
if arg == "-width":
pov_wid = sys.argv[i+1]
i=i+1

elif arg == "-height":
pov_height = sys.argv[i+1]
i=i+1

elif arg == "-azimuth":
pov_azimuth = sys.argv[i+1]
i=i+1

elif arg == "-view-angle":
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pov_view_angle = sys.argv[i+1]
i=0+1

elif arg == "-elevation”:
pov_elevation = sys.argv[i+1]
i=i+1

elif arg == "-distance”:
pov_distance = sys.argv[i+1]
i=i+1

elif arg == "-light-elevation®:
pov_distance = sys.argv[i+1]
i=i+1

elif arg == "-light-distance~:
pov_distance = sys.argv[i+1]
i=i+1

elif arg == "-vertical-exaggeration-:
pov_vertical_exag = sys.argv[i+1]
i=i+1

elif arg == "-cpt~:
user_cpt = sys.argv[i+1]
i=1+1

elif arg == "-q":
quiet = True

elif arg[0] == "-":
Usage()

elif ingrd is None:
ingrd = arg

else:
Usage()

i=1+1

if ingrd == None:

Usage()
sys.exit(0)

options=[pov_azimuth,pov_elevation,pov_distance,pov_view_angle,pov_light_e
levation,pov_light_distance,pov_vertical_exagd]
if not quiet:
print(‘'gdal_perspective: Obtaining min/max values from grid™)
grdmm = returnMinMax(ingrd)
if not quiet:
print(*'gdal_perspective: Generating CPT file")
if user_cpt is None:
make_cpt(ingrd, grdmm)
: pp_sh = pre_perspective(ingrd,grdmm, " %s.cpt” %(ingrd))
else:
pp_sh = pre_perspective(ingrd,grdmm,user_cpt)
povray_template(ingrd, grdmm, options)
povr_sh = "povray %s.pov +Wks +H%s" %(ingrd,pov_wid,pov_height)
if not quiet:
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print(‘'gdal_perspective: processing grid file")
os.system(pp_sh)
#print pp_sh
ifT not quiet:
print(‘'gdal_perspective: processing pov-ray Ffile™)
os.system(povr_sh)
#print povr_sh
# Cleanup
os.system("'rm rgh.* dem_*'")
#--END
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Chapter 9.0 Data Analysis Techniques

9.1 Computing Coherence on 2-D Grids

This chapter provides step-by-step instructions that will show a user how calculate the coherence
between two-dimensional gravity and bathymetry grids.

Contributed by K. M. Marks, NOAA Laboratory for Satellite Altimetry, USA

9.1.1 What is Coherence?

Coherence is a measure of the linear correlation between two inputs. Coherence near one
indicates a near perfect correlation of the two inputs, while coherence near zero indicates the
absence of any significant relationship. A coherence of 0.5 can be interpreted as a signal-to-
noise ratio of 1:1 in one input if the other can be assumed to be noise-free (Bendat and Piersol,
1986; Eq. 6.39). In the example here, the inputs are grids- one is multibeam bathymetry and the
other marine gravity. One may expect a correlation between intermediate wavelength (~15-160
km) gravity and bathymetry anomalies, in accordance with isostatic compensation theory.

9.1.2 Data Grids
We demonstrate the coherence method on grids that lie on the northern flank of the Pacific-

Antarctic spreading ridge and cover the Heirtzler fracture zone (Figure 9.1).

Multibeam Bathymetry Marine Gravity V18.1

-61°
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Figure 9.1 Multibeam bathymetry (left) and marine gravity (right) on the northern flank of the Pacific-
Antarctic spreading ridge.

The multibeam bathymetry grid may be downloaded from the Lamont-Doherty Earth
Observatory website using their Marine Geoscience Data System Geomapapp software
(http://www.geomapapp.org/index.htm). The grid may be obtained on a geographic projection
with a 200 m grid spacing.

The marine gravity anomaly grid (Sandwell and Smith, 1997, version 18.1) is available for
download from the Scripps Institution of Oceanography website
(http://topex.ucsd.edu/WWW _htlm/mar_grav.html). The gravity anomalies are derived from
satellite altimeter data. The grid is on a Mercator projection with a 1-minute grid spacing.

9.1.3 Grid Preparation

The grids need to be prepared prior to computing the coherence. The grids are on different
projections and have different grid spacings, and the multibeam survey is irregular in shape and
inclined to the parallels and meridians. To correct for these irregularities and register the
different data types, we sample the gravity grid at each multibeam point so that each data point
record is longitude, latitude, depth, gravity (xyzg). We use GMT routine “grd2xyz” with the “-S”
option to convert the multibeam grid to xyz points while suppressing points that have no depth
value. We use “grdtrack” to interpolate the gravity grid to the multibeam point locations, thus
obtaining xyzg for each data point record.

We correct for the inclined sides of the multibeam survey by projecting the xyzg points with an
Oblique Mercator projection centered on the multibeam survey and rotating to maximize the
rectangular extent of the coverage, via GMT routine “mapproject.” The projected and rotated
points are shown in Figure 9.2. The projection routine reads positions in longitude and latitude,
and outputs positions in meters from the projection center.
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Figure 9.2 Oblique Mercator projected and rotated multibeam (left) and gravity (right) data points. Red box
outlines trimming boundary.

The command lines used to project the data points shown in Figure 9.1 into the Oblique
Mercator projected locations shown in Figure 9.2 follow. Note that routine “mapproject” is used
three times- first, to bring the multibeam points (mb.xyz) into a Mercator projection matching
that of the gravity grid (grav.18.1_grd) in order to sample it with “grdtrack;” second, to convert
to geographic coordinates; and third, to project the data points into the Oblique Mercator
projection including rotation (via the “~Joa” option).

gmtset ELLIPSOID Sphere

grd2xyz —S mb_grd > mb.xyz

mapproject mb.xyz -Jm1 -R-172.5/-167.5/-62.0001406129/-59.9969352129 | grdtrack
-Ggrav.18.1_grd | mapproject -1 -Jm1 -R-172.5/-167.5/-62.0001406129/-59.9969352129 |
mapproject -C -F -Joa-170/-61/-134/1 -R-172.5/-167.5/-62/-60 > mb.grav.proj.out

Example command lines for plotting the multibeam grid shown in Figure 9.1 follow.

grdgradient mb_grd -A270 -Nt -Ggrad_grd
grdimage mb_grd -Ctopo.cpt -Igrad_grd -Jm1 -K > Fig.9.1.ps
psbasemap -R-172.5/-167.5/-62/-60 -Jm1 -Ba2fl/al:."Multibeam Bathymetry":WeSn
-0 -K >>Fig.9.1.ps
psscale -D2.5/-.5/2.5/.2h -Ctopo.cpt -B1000g1000f1000:meters: -1 -N300 -O>>Fig.9.1.ps

The command lines for plotting the projected multibeam points shown in Figure 9.2 are below.

awk {print $1,$2,$3}' mb.grav.proj.out | psxy -Ctopo.cpt -Sc.015 -R-93300/85700/-89800/115500
-Jx.000028 -Ba50000f25000:meters::."Projected Multibeam":WeSn -K > Fig.9.2.ps
psscale -D2.5/-.5/2.5/.2h -Ctopo.cpt -B1000g1000f1000:meters: -N300 -O>>Fig.9.2.ps

There is more preparation needed for coherence analysis. The projected and rotated data points

need to be gridded, and the grid needs to be “trimmed” so that almost all grid cells have values,
while retaining the largest possible rectangular footprint. GMT routine “surface” is used to grid
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the data points- it fills in gaps in the data by interpolation, the “-R” option is used to select the
desired area (within the trimming boundary, outlined in red in Figure 9.2), and the output is a
grid with a 1 km grid spacing. The “surface” command line follows, and the grids, which are
now ready for the coherence operation, are shown in Figure 9.3.

surface -R-84240/82120/-78790/81820 -11000 mb.grav.proj.out -T0.25 -Gmb.surf.1km_grd

Projected Multibeam Grid
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Figure 9.3 Multibeam (left) and gravity (right) grids fully prepared for coherence analysis.
The command lines to plot the multibeam grid shown in Figure 9.3 follow.

grdgradient mb.surf.1km_grd -A0 -Ne0.2 -Ggrad_grd

grdimage mb.surf.1km_grd -Igrad_grd -Ctopo.cpt -Jx.000028 -K>Fig.9.3.ps

psbasemap -R-84240/82120/-78790/81820 -Jx.000028 -Ba50000f25000:."Projected Multibeam
Grid":WeSn -O -K>>Fig.9.3.ps

psscale —D2.329/-.5/2.5/.2h -Ctopo.cpt -B:"depth, meters": -1 -N300 -O >>Fig.9.3.ps

9.1.4 Coherence Computation

We use GMT routine “gravfft” to compute the coherence between grids. This routine is a
generalization of GMT routine “grdfft” which detrends the grids, tapers the edges, applies a two-
dimensional Fast Fourier Transform (FFT), performs the coherence operation, and outputs the
coherence averaged azimuthally as a function of wavelength.

The coherence results can be sensitive to the size of the input grid relative to the FFT grid
dimensions used by “gravfft” for computation. The routine default selects dimensions that are
larger than the input grid file size and that optimize the speed and accuracy of the FFT. Our
experience has shown that the most reliable coherence results are obtained when the data grid is
square and its dimensions are slightly smaller than the optimal FFT grid dimensions. The FFT
dimensions can be specified with the “-N” option. Option “-Ns” prints out a table of suitable
FFT dimensions, we list below sizes through 1024.
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64, 72,75, 80, 81, 90, 96, 100, 108, 120, 125, 128, 135, 144, 150, 160, 162, 180, 192, 200, 216, 225,
240, 243, 250, 256, 270, 288, 300, 320, 324, 360, 375, 384, 400, 405, 432, 450, 480, 486, 500, 512, 540,
576, 600, 625, 640, 648, 675, 720, 729, 750, 768, 800, 810, 864, 900, 960, 972, 1000, 1024

The command line for computing coherence with “gravfft” follows. Two grids are input-
multibeam and gravity grids- and both have been prepared as described above. The output
columns are wavelength in meters, coherence, and one sigma error.

gravfft mb.surf.1km_grd -Igrav.surf.1km_grd/wc > coh.out

Coherence for the Pacific-Antarctic spreading ridge study area is shown in Figure 9.4.
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Figure 9.4 Radial coherence (black line) between grids shown in Figure 9.3. One sigma error bars are
plotted.

For this area, bathymetry and gravity are coherent down to ~16 km.

The command lines used to plot Figure 9.4 follow.

awk ' {print $1/1000.,$2}' coh.out | psxy -R5/200/0/1 -JX-6l/4 -W4
-Ba2f3:"Wavelength (km)":/a.5f.19.5:"Coherence":WeSn -W4 -K > Fig.9.4.ps
awk ‘{print $1/1000.,$2,$3}' coh.out | psxy -Ey -R -JX -W4 -O >> Fig.9.4.ps

9.1.5 Interpreting Coherence Results

Figure 9.4 shows that gravity and bathymetry anomalies in this study area are coherent in the
intermediate wavelength band. Coherence appears to decrease at wavelengths greater than ~100
km because longer wavelength topography is Airy compensated and the gravity signal is
cancelled out. At shorter wavelengths, the coherence is low due to upward continuation of
gravity from the seafloor to the sea surface. The gravity anomalies in Figure 9.1 (and Figure 9.3)
look like a smoothed version of the multibeam bathymetry anomalies because of the upward
continuation.
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ADVANCED TOPICS

Chapter 10.0  Uncertainty

10.1 Sources of Uncertainty

The following has been extracted from 5" Edition, S-44 (2008) Annex A, section A.4 by Rob Hare and
editing for context

Although the following text focuses on uncertainties in data acquired with swath systems, it
should be noted that it is in principle applicable to data acquired with any depth measurement
system. A single-beam echosounder is just a special case of a multibeam echosounder (i.e. nadir
beam only)

With swath systems the distance between the sounding on the seafloor and the positioning
system antenna can be very large, especially in deep water. Because of this, sounding position
uncertainty is a function of the errors in vessel heading, beam angle, refraction correction model
and the water depth in addition to the uncertainty of the positioning system itself.

Roll and pitch errors will also contribute to the uncertainty in the positions of soundings.
Overall, it may be very difficult to determine the position uncertainty for each sounding as a
function of depth. The uncertainties are a function not only of the swath system but also of the
location of, offsets to and accuracies of the auxiliary sensors.

The use of non-vertical beams introduces additional uncertainties caused by incorrect knowledge
of the ship’s orientation at the time of transmission and reception of sonar echoes. Uncertainties
associated with the development of the position of an individual beam should include the
following:

a) Positioning system uncertainty;

b) Range and beam angle uncertainty;

c) The uncertainty associated with the ray path model (including the sound speed profile),

and the beam pointing angle;

d) The uncertainty in vessel heading;

e) System pointing uncertainty resulting from transducer misalignment;

f) Sensor location;

g) Vessel motion sensor errors i.e. roll and pitch;

h) Sensor position offset uncertainty; and

1) Time synchronization / latency.

Contributing factors to the vertical uncertainty include:
a) Vertical datum uncertainty;
b) Vertical positioning system uncertainty (if relevant);
c) Tidal measurement or prediction uncertainty, including co-tidal uncertainty where
appropriate;
d) Range and beam angle uncertainty;
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e) The uncertainty associated with the ray path model (including the sound speed profile),
and the beam pointing angle;

f) Ellipsoidal / vertical datum separation model uncertainty (if relevant);

g) Vessel motion uncertainty, i.e. roll, pitch and heave;

h) Vessel dynamic draught, including static draft, settlement and squat;

i) Seabed slope (when combined with positioning uncertainty); and

J) Time synchronization / latency.

Agencies responsible for the survey quality are encouraged to provide uncertainty budgets for
their own systems.

10.2 Measuring uncertainty

10.2.1 Methods of quality assessment, artifacts

TEXT IN PREPARATION

10.2.2 Comparisons with multibeam

TEXT IN PREPARATION

Local

TEXT IN PREPARATION
Regional

TEXT IN PREPARATION
Global

TEXT IN PREPARATION

10.2.3 Monte Carlo Technique

Contributed by Paul EImore, Naval Research Laboratory, Stennis Space Center, USA

A peer-reviewed methodology for estimating error on historic data sets using a Monte
Carlo technique is published in Jakobsson et al. (Jakobsson et al. 2002); Figure 10.1 illustrates
the procedure. It can be used on either historic or new soundings to provide an error layer for the
GMT Splines-In-Tension routine (Surface routine). In order for this technique to work, estimates
of the horizontal and vertical uncertainties for the soundings are needed.
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In the simulations, the original two-dimensional navigation positions and the one-
dimensional soundings are randomly perturbed using a normally distributed random number
generator (RNG). Let the number of original soundings be J, the number of surveys be K, the
horizontal navigation uncertainty of the K™ survey be Hy, the vertical sonar uncertainty of the K™
survey be Vi, the number of output grid points be I, and the number of Monte Carlo simulations
be N, with each loop denoted by n. For the K™ survey, the RNG perturbs the position data ~ N0,
Hx®)" and the vertical position ~ V0, Vk?). The gridded bathymetry surface is constructed from
the GMT Surface (or other interpolator of choice) during each loop of the Monte Carlo
simulation, resulting in N different interpolated bathymetry surfaces. The gridded uncertainty
estimate is then the standard deviation of the N surfaces at each i grid point, iel. Assuming that
all sounding used have been cleaned and corrected for ship dynamics, sound speed profile errors,
etc., positional uncertainty and the bottom slope predominantly influence the bathymetric
uncertainty estimated from this method.

A benefit of this method is that it is relatively simple to code: one simply needs the
interpolation and RNG routines called within a Monte Carlo shell that perturbs the horizontal and
vertical positions. This procedure, however, is computationally intensive and requires the use of
original soundings data. Attempting this approach for a large number of soundings data may not
be pragmatic.

Monte Carlo Simulations: Let there be .f
data points from K surveys (K <.y and [
output grid points.

1. Randomly vary the &% source
horizontal position ~ N0, f): i 15
navigation uncertainty of £ survey; &
C K™ survey

2 Randomly vary k* source vertical -
position ~ N(0, Fg): Vy is sonar vertical
uncertainty of A survey;

3.Use GMT Splines-In-Tension (Surface
routing) to interpolate the J perturbed
sounding points

4.Repeat steps 1-3 N times for each
autput point; JEL

Output uncertainty
surface: Lon’, Lat’, o’ at
Igrid paints

Caleulate standard
deviations for N
perturbed grids

N perturbed
grids from
all .Jf points,

Legend

L1

process output

Figure 10.1 Process flow for the Monte Carlo procedure of Jakobsson et al (2003).

10.2.4 Bayesian Network Technique

Contributed by Paul EImore, Naval Research Laboratory, Stennis Space Center

" The notation ~ M, o) means that the quantity follows a normal, or Gaussian, probability distribution with mean
wand variance o”
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When the data sets are large, a Bayesian network (BN; a good discussion is given in
Chapter 14 of Russell and Norvig (2003)) can be an alternative to the Monte Carlo method. With
this approach, published in Elmore et al. (2009) and illustrated in Figure 10.2, causal
relationships of navigation error and bottom slope to bathymetric uncertainty are quantified by
conditional probability densities (CPD’s). One uses the Monte Carlo technique on representative
sets of soundings data to tabulate the CPD’s necessary for the statistical inference. The BN then
produces a histogram of this uncertainty estimate for an area given the navigation errors used to
survey the region and bottoms slopes that are present. An intermediate uncertainty is obtained
from the mean plus one standard deviation of the histogram. The final uncertainty estimate is
obtained by first adding the square of this intermediate uncertainty to the square of the vertical
error estimate under the assumption of statistical independence between the two, then computing
the square root of this sum. This type of computation is much less costly than the Monte Carlo
technique both in computation overhead and required input data, potentially leading to a
significantly large (two orders of magnitude) increase in computational speed. Estimates of the
horizontal and vertical uncertainty for the soundings must be available to both train the network
and run the Bayesian Network.

laop i, e
l=i=1

Distribution of
| Navigation errors at

" putput point -
Intermediate

Bayesian Lon', Lat’, oy at
network I grid points

L) Bottom slope at "
output point

Legend

[ 1 [

process output  Bayes net

Figure 10.2 Conceptual flow of the Bayesian Network approach.

Bayesian Network Design and Access

The Bayesian network itself can be programmed using commercial Netica software,
Version 4.0.8 (2008), which provides a GUI for construction and programming of the BN and (as
of this writing) is free to use for the small Bayesian network created here. Figure 10.3 shows the
network topology as displayed by the Netica GUI from Elmore et al (2009). It consists simply of
two main parent nodes, one for navigation error and one bottom slope, and one child node, the
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intermediate uncertainty estimate. In this example, there are eight different surface navigation
uncertainties categories; Table 10.1 associates historical navigation techniques to uncertainty.
The bottom slope and bathymetric uncertainties follow a logarithmic binning scheme so that one
significant digit is maintained in the uncertainty estimate while keeping the BN to a manageable
size. Once created, the software stores the BN as either a binary object or ASCII file that can be
accessed and manipulated through the use of vendor provided application program interface
(API) libraries.
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Figure 10.3 Bayesian network topology as displayed by the Netica software GUI. The
“Horizontal_Error” node variables follow the navigation errors provided in Table 1, with
the numbers for surface navigation error in meters. The “Bottom_Gradient” and
“Uncertainty_ Estimate” nodes follow a logarithmic binning scheme.
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Table [ Horizontal Error Categories

Navigation Mode Accuracy Navigation Mode Accuracy
GPS/SINS (2 or more Satellites) 1-15m NAVSAT/Single Range LORAN/SINS 250m
GPS/DR A3 or more Satellites) 1015 m MNAVSAT/ SINS 250 m
NAVSAT/Range Range LORAN/SING 150m MNAVEAT/Single Range LORAN/DR 250 m
NAVSAT/Range Range LORAN/DR 167 m NAVSAT/DR 400 m
NAVSAT/Hyperbolic LORAN/SINS 185 m L[(giR\\\\\]]);\ 463 m
NAVSAT/Hyperbolic LORAN/DER 222m Satellite Altimetry TO00 m

Table 10.1 Navigation uncertainty categories used in ElImore et al. (2009) for the Bayesian
Network approach to uncertainty estimation. The abbreviations are as follows: GPS -
Global Positioning System; SINS — Ship’s Inertial Navigation System; DR — Dead
Reckoning; NAVSAT — Navy Navigation Satellite System; LORAN - Long Range
Navigation. The “/” means that two or more techniques are combined.

Bayesian Network Training Procedures

Using the procedure from Jakobbson et al. (2003), one ascertains the propagation of
navigational error and bottom slope into bathymetric uncertainty by Monte Carlo simulations.
Let there be a total on M navigation error categories. The results of the simulations (a total of M
x N simulations) to populate the CPT of the BN, or “train” the BN. Figure 10.4 shows a high
level view of the entire training process, bracketed into three main blocks: 1) Monte Carlo
simulations, 2) standard deviation and slope calculations, and 3) Bayes network programming.
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1. Monte Carlo 2. Standard Deviation 3. Bayes Network
Simulations and Slope Calculations Programming
| | |

One-time non-perturbed, Standard grid

standard run

Lon, Lat, &

Calculate:

Monte Carlo Simulations Perturbed 1. Bottom slope ‘M..-I——\ 1. Compute
Ivedifications: . from non- bivariate
1.Use windowed grids for / perturbed run Lon, Lat, & histogram
interpolation for —> (), V21
smoothing uncertainty ~al Parturbed 3. Calculate ) 2. Assemble
2 Randomly vary source arids for i, _H" standard dewvi- CPT file
position ~ MO, i) -_-"'L_ ation of MM
3.Repeat step 1-2 far each . perturbed set
H.=H), ., Hy . Lon, Lat, &
t 1Hy), [V Bayesian
Perturbed network
Lepend
process output  Bayes net

Figure 10.4 High level view of the Bayesian network training process. The figure illustrates
computation of the standard deviations as modified from Jakobsson (2003), and use of
these results to construct the conditional probability tables (CPT) for the Bayesian
network.

Figure 10.5 shows a low level flow chart for the Monte Carlo block. In the Monte Carlo
simulations, the original locations of the sounding points (or gridded points acting as sounding
points) are first moved in random directions. A normal RNG (Marsaglia and Tsang 2000)
provides deviations for the north and east positions as specified by the horizontal error category
for the m™ simulation loop, Hn (1 < m < M), such that the RNG ~ {0, Hy?). The data points are
then interpolated to provide a bathymetry surface and stored to an ASCII text file, with the
Monte Carlo loop number and navigation error stored in the file name. As in Jakobbson et al.
(2003), N = 100 Monte Carlo iterations may be performed for each m™ set of simulations;
however, a difference between the two is that the set of N Monte Carlo simulations are then
repeated M times for each horizontal error category in order to fully populate the CPT of the BN.
Another difference from the Monte Carlo procedure is that each sounding is assumed to have the
same probability distribution of horizontal errors so that one can obtain a statistical distribution
for bathymetric uncertainty for a range of horizontal errors. Although the actual data do not
necessarily have these errors, it is assumed they do in order to train the network. Also, the
vertical positional will be treated algebraically as discussed in Section 3 below.
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Figure 10.5 Low level flow chart of the Monte Carlo simulations block for the Bayesian
network training process. Here, X and Y are the east and north positions of the output grid
points in meters after conversion to Universal Transverse Mercator (UTM) projection and
specification of a UTM origin in the grid, Z is interpolated depth, S, is an unperturbed
interpolation, Smn is the perturbed grid for the n™ Monte Carlo loop and m™ Horizontal
Error Category, E’ is error from smoothing. The bold face means that the quantity is a
vector.

Figure 10.6 shows a low level flow chart for the next block of the training process, the
standard deviation and slope calculations block. After completion of the final iteration, the
uncertainty estimate for the set of | output points are computed from the gridded standard
deviation of the Monte Carlo bathymetry surfaces and stored to ASCII files for use below (low
level flow chart shown in Fig. 10.7). Specifically, the ASCII files contain longitude, latitude,
bathymetry, Monte Carlo standard deviation and magnitude of the two-dimensional slope. To
obtain the slopes, an unperturbed calculation of the bathymetry surface is first made, followed by
computation of the bottom gradient throughout the grid. One can use finite differences as
discussed in Zhou and Liu (2004) and Oksanen and Sarjakoski (2005) to calculate bottom
gradient. Longitude and latitude positions are translated to UTM coordinates so that positional
differences and gradients can be computed in meters. Linear extrapolation is used to aid
computation of the gradient along the computational edges.
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Figure 10.6 Low level flow chart of the Standard Deviations block for the Bayes net training
process.

Figure 10.7 shows a low level flow chart for the final block of the training process, the
Bayes network programming block. The BN is programmed using the graphic user interface
(GUI) in Netica on a Windows based PC. The ASCII files containing the Monte Carlo
uncertainties and bathymetric slopes are first read from the standard deviation file discussed in
the above section for the first navigation uncertainty category. Then, using the logarithmic
binning scheme discussed above we compute the bivariate histogram (i.e., three-dimensional
histogram) with slopes and bathymetry uncertainty, respectively, indexing the row and column
bins of the bivariate histogram. This histogram is normalized and written to an ASCII file. This
process is then repeated for subsequent navigation uncertainties with the resultant normalized
bivariate histograms appended to the same output file.
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Figure 10.7 Low level flow chart of the Bayes network programming block for the Bayesian
network training process. The network is stored in a library file that is accessed by API.

After completing this process, the Bayesian network *.neta file is opened in the Netica
GUI, and the CPT for the “Uncertainty Estimate” node is displayed. The CPT is programmed by
simple “copy-and-paste” from the ASCII file into the spreadsheet-like data display for the CPT
in the GUI. The CPT is already arranged to have the same stacked structure as the ASCI| file.

Operational Flow

Figure 10.8 shows how the BN could be integrated into the overall operational system,
with key components and data flow. The end user of the system first defines a region of interest
for uncertainty estimation, followed by query of available navigation and bathymetry for the
area. The navigation metadata would indicate survey era and platform used from the navigation
data to obtain the types of navigation (for horizontal uncertainty) and sonar systems (for vertical
uncertainty) used for the track lines in the area. The fractional lengths of track lines with like
uncertainties could be calculated (i.e. sum of all track lengths with a like error divided by the
total of all track lengths) and become the weights for the BN’s Horizontal Error node. Also
extracted is the bathymetry from the same area to obtain the bottom gradient. The system loops
through each grid point, assigns the bottom gradient to the appropriate bin of the BN’s Bottom
Gradient node, and extracts the resultant histogram. Calculation of mean plus one standard
deviation for this histogram provides the intermediate uncertainty. The final uncertainty estimate
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is obtained by first adding the square of the intermediate uncertainty to the square of the vertical
uncertainty estimate.
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Figure 10.8 Integrated flow chart of the DBDB-V Uncertainty Expert System (DUES) after
programming of the Bayes network component is complete.

10.2.5 Windowed Regression with Kriging Corrections

Contributed by Paul EImore, Naval Research Laboratory, Stennis Space Center

As an alternative to using GMT surface, localized regression techniques of Cleveland
(1979) have been applied to bathymetry problems in Plant et al. (2002). This technique was then
refined by Calder (2006) to provide refinements to the interpolated surface and uncertainty
estimate using ordinary kriging and the Monte Carlo technique discussed in Section A above. An
advantage of this technique is that it provides an uncertainty estimate with the interpolated
surface. A disadvantage is that it requires dense data sounding to be meaningful. The discussion
that follows below closely to the discussions in the papers by Cleveland (1979) and Calder
(2006).
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Linear Smoothing by Locally Weighted Regression (Loess)

Linear smoothing techniques construct the interpolated surface, Z(S), s =matrix of (X, y)
coordinates, from a linear weighted average of known data values. Unlike the splines-in-tension
technique that finds a global solution to the available data, this technique obtains an interpolated
value at a grid point by using only a subset of neighboring points. Mathematically,

2s)=2als s )s), (0]

where (s — s;) specifies the smoother coefficients and the index i corresponds to the subset of
local points, z(s;), to be used for the interpolated value at s, Z(s). A common technique used to
specify these coefficients is locally weighted regression (or “loess™), first published in Cleveland
(1979) and further developed in Cleveland and Devlin (1988). A textbook by Givens and
Hoeting (2005) also discusses the technique. The methodology determines the smoother
coefficients from a weighted least squares polynomial (linear or quadratic) fit of windowed data.

1. Methodology

To summarize Cleveland’s methodology, the two-dimensional case is considered first. These
equations to the three-dimensional case in Section B, but the methodology will remain the same.
Let data points x; and y; be related as

Yi :g(xi)+gi’ ((ii)

where g(x) is a smooth function and & is Gaussian noise with zero mean and variance o2
Define ¥, to be the estimate of g(x) (i.e. ¥, ~ g(x;)). Let

e the number n be the predetermined number of data points to be used for estimating V,

o thesetxy, k=1,...,n, be the subset of x;’s (j = 1,...,N; N = total number of data points, n <
N) that are closest to x;

e the distance h; be the distance from x; to the furthest x.

e the windowing weights to be used for the regression, wi(xi) = W([xx — xi]/h;), where W(x)
is the tricube function, defined as

0 , otherwise

W(X)E{(1_|X|3)z’ x<1 ((Gii)

With these definitions, the loess procedure calculates the set of polynomial coefficients, ﬁl (x,),
that are the values for the g, ’s that minimize

Q(Xi): anwk (Xi )(Yk - By — BiX —L = p, Xf )2 , ((iv)
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where q(x;) is the error function. The interpolated value for g(x;) is then
d . n
¥, = Zﬂ| (Xi )de = zak (Xi )yk : (V)
1=0 k=1

Some points of interest are as follows (Cleveland 1979).

e The coefficients obtained have a decreasing trend to the edge of the window so that the
data centered in the window generally have the greatest influence.

e The size of the polynomial typically used in Egn. (((iv) isd = 1 or 2. For d = 0, the result
is a simple moving average. The d = 1 case is called linear loess or “lowess” smoothing,
and d= 2 is quadratic “loess” smoothing.

e Cubic and higher fits typically are not used as the fits can become over fitted and
numerically unstable.

e This technique also has a robustness option, so that the interpolation can be shielded from
the effects of outliers in the data.

e Cleveland choose the tricube weighting function because it allowed the estimate of the
error variance to be approximated by a chi-square distribution and usually lowered the
variance of the estimate surface as the number of points used for the estimate increased.

Errors propagated into the interpolation by the technique are straight forward to compute.
Under the assumption the data follow Eqn. (((ii), the estimate of the variance for §,, &7, is (Plant
et al. 2002)

67 =0 o (%), ((vi)

k=1
which is derivable from independent error propagation.
2. Convolution Approach

Figure 10.9 plots the set of «’s as determined for a centered impulse response using the
linear and quadratic loess interpolators. These coefficients are the smoother weights in Egn. (((v)
and are also called the “equivalent kernel”. They depend only on the grid points, and, due to their
finite width, act as a window or low-pass filter function on the spatial data (i.e. the smoothing
weights and the data undergo convolution). Hence, one could bypass solving a weighted least
square problem and simply compute the convolution of the smoothing window with the data,
which should be computationally faster. In addition, other windowing functions could be used to
perform the smoothing.
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Figure 10.9 Equivalent kernel weights for linear and quadratic loess windows.

The use of other weighting functions would also allow one to interpolate over data points
with differing accuracy. In this case, Eqns. (((v) and (((vi) become

Y, :Zn:ak(xi ){Jk_z Zn‘,o'k_z]yk = Zn:&k(xi)Yk’ ((vii)

52 =Y otar(x,) (i)

k=1
n
where o} is the variance of yx and @, (x,) = & (x, ) 0,2/ D 0,% |-
k=1

Combining windowing with ordinary kriging corrections

Since the above regression technique smooths the data, Calder (2006) provides an ordinary
kriging step for correcting at the sounding points with the Monte Carlo technique to accounts for
navigation uncertainty. The summary of the complete methodology is as follows.

1. Following Plant et al. (2002), interpolate the data with the quadratic loess interpolation
technique of Cleveland (1979) to provide a trend surface for the bathymetry and
uncertainty layer.

2. Restore finer details smoothed by the interpolation from ordinary kriging of the residuals;
add the errors associated with ordinary kriging to the uncertainty layer from Step 1
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assuming statistical independence (i.e. the variances add). The surface generated from
kriging the residuals is the residual surface.

3. Estimate additional uncertainty caused by positional errors from the Monte Carlo
technique of Jakobsson et al. (2002), but repeat steps 1 and 2 above instead of using the
splines-in-tension algorithm at each iteration. As before, add the estimated error to the
uncertainty layer by assuming statistical independence.

In equation form, the final bathymetry surface, Z(s), is the sum of the trend surface, (s), and the
residual surface, R(S).

Z(s) = u(s) + R(s) ((ix)
The uncertainty layer, oz(S), is
o, (s)=[oj(s)+ oi(s)+ gz(s)]]/2 : ((X)

where o,(S) and or(S) are the uncertainties for the trend and residual layers, respectively, and
&(s) is the uncertainty layer associated with positional errors.

1. Quadratic Loess Interpolation for Trend Surface

Extending Eqn. (((iii) through (((vi) to two dimensions, the equations for calculating the
trend surface, w(s) in Eqn. (((ix) are as follows.

u(s)=p" (s)B(s), ((xi)

where pT(s)=[x?,y% xy,x, y1land vector B(s)=[A.(s)K ,A,(s)" being the set of S(s)’s
that minimize the weighted least squares

a(s)= zw ()2 — u(8)- Au(S)Yi — BolS )X — (S )i — Bu(S)yE — Buls 2 ((xi)

using the two-dimensional tri-cube weighting function

(1|ssk|}7|ssk|<l
w, (s)= [ do | )] dy |7 ((xiii)

0 , otherwise

and the user provided value for do, which Calder’s paper suggests that do be ten times the largest
sample spacing. Information lost by oversmoothing is regained when the residuals are calculated
in the kriging portion.
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Estimates for the variances follow Eqn. (((vi) for like variances in all the data or
6%(s) =20 [ (s)o, I for differing variances. The ax(s)’s now have azimuthal symmetry and
the same radial dependence as the 1-D case.

In addition, the estimate is made more robust (i.e. eliminate outliers) by flagging estimates
greater than three Mahalanobis units as “no data”. The Mahalanobis distance (Mahalanobis
1936), M(p,m,C), is

M(u,m,C)=(-m) C*(u-m) ((xiv)

where u(s) is the vector of all estimated depths and m(s) and C(s) are the corresponding mean
depth measurements and covariances for the windowed (c.f. Eqn. (((xiii)) data sets. To
intuitively explain Eqgn. (((xiv), suppose that the data points are all independent and have mean m
and variance o®. The C matrix is all zeros except for the diagonal elements, which are all ¢
Then, if an estimate differs from its corresponding windowed mean by more than three variances

(i.e. (,u—m)z/a2 > 3) , that estimate receives the “no data” mark. Eqgn. (((xiv) generalizes this
simpler scenario to account for covariance between the data.

2. Kriging the Residuals

Since loess interpolation is not exact at the data points, residuals, R(s, ), exists between actual
measurements, z(s; ), and the corresponding estimated depths along trend surface, x(s, ), such
that R(s,)=1z(s,)— u(s,). The residual surface in Eqn. (((ix) is found from interpolation of the
R(si)set using ordinary kriging, as an overall but constant unknown bias may exist in the
residuals. The variogram will likely have directional anisotropy, so that Zy(si,sj):zy(h,e),

where h is the separation distance between the two points and & is the heading angle (clockwise
from the north).

To account for this anisotropy, the following semivariance, yD(si,sj), is used and
constructed (unconditionally valid for two-dimensions (Brandt 1998)) in the following manner:

1) Obtain an empirical estimate of the variogram

2) Compute the average azimuthal variogram from the empirical estimate to detect the
directions of minimum and maximum variation,

3) Fit the variograms along these two axes to the spherical model for variograms

4) Using parameters from the fits to the spherical model and the direction for minimum
variance, construct y, (si,s j) from Egns. (((xx) — (((xxiii) below. These steps are

now discussed in more detail.
Step 1: Following page 69 in Cressie (1993), the variogram for the residuals is approximated

using the methods-of-moments (or classical) estimator in blocks sizes = 2d, (c.f. Eqn. (((xiii)), so
that
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The setsN (hi) and N (<9i) contain binned separation distances and heading angles as defined by
the equations

N(hi)z{(a,b);hi_%“igd(sa,sb)ghi+A7hi} ((xvi)
N(ﬁj)z{(a,b)igj—ATQSZ(Sa,Sb)S 0, +A7‘9}, ((xvii)

where d(s,,s,) and £(s,,s,) are the Euclidian distance and heading angle between s, and sy,
and|N(h; ) and |N(6, ) are the number of bins in these sets. For the data set analyzed in Calder
(2006), Ah, =0.05d,, AG, =45°, h, =iAh+Ah/2and 0, = jAQ.

Step 2: The average azimuthal variogram, 2;7(01.)5 IN(h, )|_1Zi 2;7(hi,9j) is then calculated.
In Calder (2006), 2;7(9j) had two sets of maximum and minima (caused by trending ridges), so
it could be modeled by the function

27(6,)~0.5g, + g, cos(4x0, + ¢,), ((xviii)

which is the second Fourier eigenfunction, Equation (((xviii) is fitted to the data by evaluating
the second discrete Fourier transform coefficient. The phase constant, ¢,, is the radian angle
(which goes counterclockwise from the east) where the first minimum is found. It is changed to a
heading angle (again, clockwise from the north), 8, , from the transformation 6,, = —¢, /2 + z/2.

1Y mo

This angle is obtained for each 2d, block, then interpolated to get 6,,(s;) for Step 4 below.

Step 3: Two finer-scaled directional variograms are then calculated; one in the 6, direction,
the other in the perpendicular direction, . ; using the methods-of-moments estimator with angle

bins of + 7/2about each direction. In this case, Ah =0.02d,and the data were truncated to those

within 95% of the mean to reduce outliers. These empirical variograms are fitted to the standard
spherical variogram model (Cressie (1993), Eqn. (2.3.8); Davis (2002), Eqgn. (4.98))

0, h=0
2y(h)=1a, +a,(1.5(h/a,)-05(h/a, ) 0<h/a, <1 ((xix)
a, +a,, hla,>1
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using the Levenberg-Marquardt algorithm (Marquardt 1963; Brandt 1999) for fitting (i.e. solving
for ap, a; and a,). Let the modeled variogram along the 8, direction be Zyo(h) and the fitting
constants be ao, a; and a,. Similarly, let the modeled variogram along the 8. direction be 2y, (h)
and the fitting constants bea;, a;, and a,. When solving for both sets of constants, the
variograms are constrained to equal the same sill at large distances so that a; = a, anda; = a,,

buta, # a,in general.

Step 4: Define the anisotropy parameter, e, =a,/a; . Then, ;/D(si S ) is evaluated in the
following manner.

vo(sis,)=ro(d(s,s,), ()

where
d'(5,.5,)= AN (S)) @uss Nsi =5, )| ((xxi)
A(6,,(S1)r Aaniss) = R(= 6, (s, ))diag (L, a6 R (6, (51) . ((xxii)

and R(@,(s,)) is the standard two-dimensional rotational matrix (Goldstein 1980)

R(0.(s,)= {cos(é? ' (s))) sm(@m(s,))} (Gosit

sin(6,,(s;)) cos(0,(s;))]|

For applications where only the bathymetry is needed, (si S | ) may be sufficient for use.

In hydrographic situations, however, where extra caution is required for navigation safety, an
additional “hydrographic uncertainty” variogram is added to increase the total uncertainty for
safety (see Calder (2006) for details). This variogram is defined to be

27, (h)=b, +bh ((xxiv)

The choice of the coefficients is arbitrary, but Calder uses b, =0and b, =6.51x10*mso that the

95% confidence interval of the uncertainty increases by 0.05 m for every meter of horizontal
separation in soundings. Thus, for hydrography, the final variogram to use is

2 (81:51)= 270(50.5, )+ 274 |5, — s (Oxv)

3. Monte Carlo Estimation of Depth Error Due to Positional Stability Errors
This last part is of use for fusion with soundings data, either with other soundings data or a

historical grid, as the position of the soundings contains errors (this part is not applied when
fusing historical gridded data sets). As before (c.f. Section I.A), positioning errors result in errors
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of depth estimates on the interpolation surface as the position of the soundings affect the
interpolated solution; the Monte Carlo technique of Jakobbsson et al. (2002) is used to estimate
this error. At the beginning of each iteration, the locations of the soundings are perturbed
according to a probability density function appropriate for the sounding, often assumed to be
Gaussian unless otherwise known (c.f. Fig. 5 in Calder (2006) for a non-Gaussian example).
Loess interpolation and kriging, using the variogram from the unperturbed set, are repeated at
each iteration. The standard deviation of the solutions at each interpolation point provides £(s) in

Eqgn. (((x).
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10.2.6 Error Growth Model

The following has been extracted from 5™ Edition, S-44 (2008) Annex A, section A.5 by Rob Hare and
edited for context

TPU is a combination of random and bias based uncertainties. Random and short period
uncertainties have to be recognized and evaluated both in horizontal and vertical directions.

The propagated uncertainty may be expressed as a variance (in metres?) but is more often
reported as an uncertainty (in metres) derived from variance with the assumption that the
uncertainty follows a known distribution. In the latter case, the confidence level (e.g., 95%) and
the assumed distribution shall be documented. Horizontal uncertainties are generally expressed
as a single value at a 95% level, implying an isotropic (circular) distribution of uncertainty on the
horizontal plane.

In the hydrographic survey process it is necessary to model certain long period or constant
factors related to the physical environment (e.g. tides, sound speed, vessel dynamic draft,
including squat of the survey vessel). Inadequate models may lead to bias type uncertainties in
the survey results. These uncertainties shall be evaluated separately from random type
uncertainties.

TPU is the resultant of these two main uncertainties. The conservative way of calculating the
result is the arithmetic sum, although users should be aware that this may significantly
overestimate the total uncertainty. Most practitioners, and the appropriate I1SO standard,
recommend quadratic summation (i.e., summation of suitably scaled variances).

An example is given in S-44 for fixed (a) and depth-variable (b) uncertainty components:
TVU = +,/a’ +(bxdY
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10.2.7 Split-Sample Approach

Contributed by Chris Amante and Matt Love, NOAA National Geophysical Data Center
(NGDC)

There are a number of techniques used to quantify the uncertainty of interpolated
elevations, e.g., split-sample, cross-validation, jack-knifing, and boot-strapping. Using a split-
sample approach, a percentage of the data is omitted, an interpolation method is applied, and the
differences between the interpolated elevations and the original omitted elevations are calculated.
This method is often used to assess the stability of various interpolation methods by omitting
increasingly greater percentages of the original data and analyzing changes in the uncertainty.

A program for Linux users written in Guile Scheme (http://www.gnu.org/s/quile/) has
been developed to quantify the uncertainty of interpolation methods using a split-sample
approach. The program, named ss_unc.sch, utilizes the Generic Mapping Tools (GMT;
http://www.soest.hawaii.edu/gmt/), and ancillary programs written in the C programming
language by Matthew Love of the National Oceanic and Atmospheric Administration (NOAA)
National Geophysical Data Center (NGDC; see glossary).

The program omits a percentage of the xyz points, applies an interpolation method, and
calculates the differences between the interpolated values and the omitted elevations. In order to
quantify the uncertainty of the interpolation method at every data point, the program repeats this
process and aggregates the differences between the original xyz file and the interpolated
elevations. The program produces several useful products to be used in assessing the uncertainty
of various interpolation methods. The products include a histogram (see Figure 10.2.7.1) of the
differences with statistical measurements such as the minimum, maximum, mean, root mean
squared error (RMSE), and standard deviation. In addition, the program produces a binary .grd
file of the differences between the original and interpolated elevations.
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Figure 10.10 Example histogram output from Split-Sample program SS_UNC.

The program has multiple user-defined parameters. The user defines the input xyz file to
be used to evaluate multiple gridding methods, the gridding methods to evaluate, the percentage
of points to be omitted, the grid cell size, the input xyz file delimiter, and the number of
iterations to repeat the process (see example below). Currently the program can evaluate GMT
‘surface,” ‘nearneighbor,” and ‘triangulate’ gridding algorithms. Additional gridding algorithms,
such as MB-System “mbgrid,” will be included in the program in the near future.

ss_unc.scm [infile] [-e arg] [-percent arg] [-grd_cells arg] [-delimiter arg] [-dotimes arg] [-
engines? arg] [-help]

infile
-e

-percent
-grd_cells
-delimiter
-dotimes
-engines?
-help

The input xyz file

Specify which gridding engine(s) to use. If multiple engines are desired, separate
them with commas.

Percentage of xyz data to extract, default is 20.

The grid cell size in arc-seconds.

The input xyz delimiter

The number of iterations

Check available engines

Display the help
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Split-sample uncertainty program example:

~] ss_unc.scm h04505_sparse.xyz -e surface, nearneighbor, triangulate -percent 25 -
grd_cells 100 -delimiter **,"" -dotimes 10 > ss_unc_example.sh

~] chmod +x ss_unc_example.sh
~] ./ss_unc_example.sh

Another option currently in progress is to evaluate the stability of the interpolation
method by omitting an increasingly greater percentage of original data. For example, omit 20%
of the original data and increase the percentage of omitted data at 10% intervals until 80% of the

original data has been omitted. This option will produce a line graph depicting the change in
RMSE as a function of the percentage of points omitted for various interpolation methods.
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SS_UNC

SS_UNC

Compare interpolation gridding methods to help determine uncertainty.

Matthew Love
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Copyright © 2011 CIRES.

Permission is granted to make and distribute verbatim copies of this manual provided the copyright notice and
this permission notice are preserved on all copies. Permission is granted to copy and distribute modified
versions of this manual under the conditions for verbatim copying, provided that the entire resulting derived
work is distributed under the terms of a permission notice identical to this one.
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1 Copying

SS UNC is copyright (C) 2011 CIRES and is released under the terms of the GNU General Public License. See
the included file ‘COPYING’ for the full text of the license (or see section “Copying” in The GNU Emacs
Manual).

This is free software — you are welcome to redistribute it and/or modify it under the terms of the

GNU General Public License as published by the Free Software Foundation; either version 2, or

(at your option) any later version.

SS UNC is distributed in the hope that it will be useful, but WITHOUT ANY WARRANTY;

without even the implied warranty of MERCHANTABILITY or FITNESS FOR A

PARTICULAR PURPOSE. See the GNU General Public License for more details.
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2 Introduction

The Split Sample UNCertainty program (SS UNC) is a Guile scheme command-line program designed to run
on the GNU/Linux Operating System. SS UNC is highly configurable, allowing the user to add gridding
engines, change and add command-line options, and even change the way SS UNC runs.
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3 Installing SS UNC

3.1 Dependencies

For SS UNC to work, there are a number of required dependencies:

e GNU/Linux

o Guile

e GMT

e rpslit

e ncquery
3.2 Autotools

Installation through autotools is fairly straight forward.
1. Unpack the package
~] tar xfvz ss_unc-0.1.tar.gz
2. Enter the package root directory
~] cd ss_unc-0.1
3. Configure and Make the package
The *--prefix’ switch to ./configure specifies where to install files.
~/ss_unc-0.1] ./configure --prefix=~/ss_unc && make
4. Install the built package
~/ss_unc-0.1] make install

3.3 Manual Installation

1. Unpack the package
~] tar xfvz ss_unc-0.1.tar.gz
2. Enter the package root directory
~] cd ss_unc-0.1
3. Enter the package ’src directory
~] cd src
4. Copy ss_unc.scm to a directory locatable with PATH
~] cp ss_unc.scm ~/bin
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4 Using SS UNC

SS UNC is a command-line program designed to be run in a shell program such as bash.

4.1 Basic Usage

For general usage help from the command-line, the ‘-help” switch can be used. The usage display will
display the default command-line switches as well as any additional switches defined by the user, see
Section 5.2 [Adding Command Line Options], page 6. The ‘-e’ switch specifies the gridding engine to
use in gridding comparisons, see Section 5.1 [Adding Engines], page 6.

~] ss_unc.scm -help

ss_unc.scm version 0.2.0

Usage: ss_unc.scm [infile] [-e arg] [-percent arg] [-grd_cells arg]
[-delimiter arg] [-dotimes arg] [-engines? arg] [-help]

infile The input xyz file.
-delimiter The input xyz record delimiter, default is space (** ““)
-e Specify which gridding engine(s) to use,
if multiple engines are desired, separate them with commas.
-percent Percentage of xyz data to extract, default
is 20, separate values with a comma.
-grd_cells The grid cell size -dotimes The number of iterations -engines?

Check available engines, optionally specify
which engine to get more information about..
-help Display the help

infile

The infile is the input xyz file to perform the gridding algorithms on.

The -e switch specifies which gridding engine(s) to use. To use multiple engines, separate the
engine names with a comma, this will produce histograms and stat files for each of the engines
mentioned.

-percent
The -percent switch specifies the percentage of random points to extract from infile.
If the argument is a list of comma separated values, ss unc.scm will run for each of the
specified percentages, and append the statistics for each into a separate file.

-grd cells
The -grd_cells switch specifies the cell-size to use for gridding operations.

-dotimes

The -dotimes switch allows the user to specify how many iterations of gridding and comparing
will be performed.

-engines?

The -engines? switch without arguments will display a list of the available gridding engines,
optionally specify an engine as an argument to get more details about that engine.
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-help
This switch will display the help text and exit.

When ss unc.scm is run, it will immediately output a number of commands to stdin. If these commands are
redirected to a file, e.g. > ss_unc_test.sh, then that file can be used to generate the output files. The generated
script can be edited to fine-tune some of the commands if needed and can be saved for future use.

4.2 Default Engines

SS UNC comes with a number of gridding engines for general use. To check which engines are available on
the running version of SS UNC, use the ’-engines? switch, which will display all the engine keys which would
be used with the ’-e option, including those added by the user, see Section 5.1 [Adding Engines], page 6.

Each of the search engines has a description, which can be displayed by specifying which engine to display
more information about after the ’-engines? switch:

~] ss_unc.scm -engines?
surface

nearneighbor

triangulate

~] ss_unc.scm -engines? surface
surface

GMT surface (SPLINE)

4.3 Output

SS UNC will generate a number of output files. The type and number of output files will depend on the given
command-line arguments.

e Histogram(s)

o Difference Grid(s)

e  Statistics file(s)
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5 Extending SS UNC

SS UNC allows for complete extendibility. By use of hooks and definitions, one could rewrite SS UNC to ones
own desires.

5.1 Adding Engines

SS UNC allows for the adding of new gridding engines. This is accomplished through the configuration file
(~/.ss unc). The scheme function "ci-add-engine is used to add a new gridding engine into SS UNC:
(si-add-engine ’(engine-name .
(’engine-function *“‘engine-description’’)))

where engine-function is a function which should accept 2 arguments (input-xyz-file and gridding-cell-size)
and engine-description is a string describing the engine. Adding an engine in this manner will add the engine
to the output of the -engines? command-line switch, seamlessly integrating the added engines into the SS UNC
interface.

5.2 Adding Command Line Options

SS UNC allows for the adding of new command-line options. There are two steps involved in adding
command-line options, adding the option to the help menu and adding a handling function to the command-
line hook.

(define switch-var #f)

(sc-add-option ’(-switch . (takes-options?(#t or #f)
"Description™))) (add-hook! ci-command-line-hook
(lambda (a b)
(if (equal? (car b) "-show_url")
(begin
(set! show-url #t)
(parse-options a (cdr b))))))

5.3 Hooks

Hooks are a useful tool in extending scheme code. SS UNC takes advantage of hooks to allow
the user the ability to add command-line options (including in the -help output).

SS UNC provides one hook, listed and described below:

ci-command-line-hook

The ’sc-command-line-hook is the hook that allows adding to the default command-line options. The
hook is run before the general command-line parsing begins, allowing the user to have control over the
command-line environment. This hook is passed 2 options, the first is the command that ran the program
(e.g. /usr/bin/sicl) and the second is the remaining command-line options. The hook will be run for each
command-line option, so the user doesn’t have to write any loops in the configuration files to take
advantage of adding command-line options in this manner.
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6 Examples

Running ss unc.scm

Run ss unc.scm on the comma delimited ascii xyz file test.xyz, randomly extracting 25 percent of the data
points, gridding using surface and triangulate at 10 arc-seconds.

#run the command
~] ss_unc.scm test.xyz -percent 25 -e surface,triangulate \

-grd_cells 10 -delimiter **,”” > test.sh

#Allow the output script to be executable
~] chmod +x test.sh

#Run the output script
~] ./test.sh

Re-Define the ’surface engine function
Redefine the ’surface engine function in the SS UNC configuration file, adding a tension parameter.

(define (run-surface in cellsize)
(display (string-append
"surface "
in
"
cellsize
"¢ -T.4-G"
(basename in ".xyz") " _surface.grd"
" $(minmax " in " -1" cellsize "c)"))
(newline))
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SS_UNC.SCM
SS_UNC

$S _unc.scm 1/6
1 02/28/2011
#/usr/bin/guile \
—e main —s
1#

(use—modules (ice—9 rdelim))

(define percent "20")
(define inxyz ’())

(define grdcellsize "1")
(define do—times "2")
(define outps "out.ps™)
(define delim " ")

(define version—wanted? #f)
(define help—wanted? #f)

2 __

;; Define some hooks.

(define ci—command-line—hook (make—hook 2))
;; The User Config File, this can be set in the .guile config file.

(if (not (defined? ’ci—config))
(define ci—config
(cond ((file—exists? (string—append (getenv "HOME") "/.ss_unc.conf"))
(string—append (getenv "HOME") "/.ss_unc.conf"))
((file—exists? (string—append (getenv "HOME") "/.ss_unc"))
(string—append (getenv "HOME") "/.ss_unc")))))

;; The list of default engines. Formatted
;; thusly: ”(name . ("function "description™)

;; The "function should accept 2 arguments,
;» the input xyz file and the gridding cellsize

(define ci—engine—alist

’((surface . (Crun—surface "GMT surface (SPLINE) \n"))
(triangulate . (Crun—triangulate "GMT triangulate (Triangulation) \n"))
(nearneighbor . Crun—nn "GMT nearneighbor (NEAREST NEIGHBOR) \n"))))

(define (ci—add—engine specs)

"Add a gridding engine to the ’ci—engine—alist in the format
’(name . “function \"description\")"

(append! ci—engine—alist (list specs)))

(define (ci—display—engines engine—alist)
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"Display the available engines in the given ’engine—alist."
(if (pair? engine—alist)
(begin
(display (caar engine—alist))
(newline)

(ci—display—engines (cdr engine—alist)))))

(define (ci—describe—engine ci—eng engine—alist)
"Describe ’ci—eng using the given ’engine—alist"

(display ci—eng)
(newline)

(display "————— ")
(newline)

(if (and (assq (string—>symbol ci—eng) engine—alist)

(not (null? (cddr (assq (string—>symbol ci—eng) engine—alist)))))
(display (caddr (assq (string—>symbol ci—eng) engine—alist)))
(display "Sorry, this engine has no description available.™))

(newline))

;;———Engine functions:

(define (run—surface in cellsize)
(display (string—append

"surface "

o

cellsize

et
(basename in ".xyz") "_surface.grd"
" $(minmax " in " —1" cellsize "c)"))
(newline))

(define (run—nn in cellsize)
(display (string—append

"nearneighbor "

"
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cellsize
"c —=S20c —N8 -V -G"

(basename in ".xyz") "_nearneighbor.grd"
" $(minmax " in " —1" cellsize "c)"))

(newline))

(define (run—triangulate in cellsize)
(display (string—append

"triangulate "

"
cellsize
e —G"
(basename in ".xyz") "_triangulate.grd"

" $(minmax " in " —1" cellsize "c) > tmp.idk"))

(newline))

;;——PROC:

(define (run—rsplit in percentage)
(display (string—append

"rsplit —percent "

percentage
"—r"in">rand_"

(basename in)

" 2>base "

(basename in)))
(newline))

(define (run—ncquery ingrd inxyz delim d_format outxyz)

(display (string—append

"ncquery -1 "

d_format

g
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ingrd

inxyz

md"

delim

" | grep —v \"nan\" >>"

outxyz))
(newline))

(define (run—xyz2grd inxyz outgrd cellsize)
(display (string—append

"awk —F"
delim
" *{print $1,$2,$5}" | "
"xyz2grd "
inxyz
"y
cellsize
e —G"
outgrd
" $(minmax " inxyz " —1" cellsize "c)"))
(newline))
;;——STATS:

(define (run—pshistogram inxyz outps rperc ptimes engine)
(display
(string—append

"pshistogram "

inxyz
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"=V —Gblue ~“-W$(minmax —C "

inxyz " | awk ’ {print ($10-$9)*.10}*) -L1 —Z0 —T4
—B:\"Value\":/:\"Frequency\"::.:-WSne —U/-.2
5i/—0.75i/A"ss_unc.scm\" —-K >"

outps " 2>" outps ".info"))

(newline))

(define (run—pstext inxyz outps
rperc ptimes engine)
(display
(string—append

"pstext —R0/3/0/5 —JX31 —O —-N -V << EOF >>"

outps

"\n.2511.51000 LT Iterations: " ptimes

"\n.2511 10 0 O LT Percent: " rperc

"\n.25 10.5 10 0 0 LT Cell-Size: " grdcellsize

"\n1.511.5 10 0 0 LT Total: $(wec —1" inxyz " | awk *{print $1}")"

"\n1.5 11 10 0 0 LT Min: $(grep min/max " outps “.info | awk *{print $6}")"
"\n1.510.510 00 LT Max: $(grep min/max " outps ".info | awk *{print $7}")"
"\n2.7511.510 00 LT Mean: $(tail -1 "

(basename inxyz ".xyzgd") ".stat | awk *{print $4}°)"

"\n2.75 11 100 0 LT RMSE: $(tail -1 "

(basename inxyz ".xyzgd™) ".stat | awk *{print $5}°)"

"\n4 11.51000 LT File: " inxyz

"\n4 11 10 0 O LT Interpolation: " engine

"\nEOF"))

(newline))
(define (set—gmt—defaults)

(display "gmtset COLOR_NAN 255/255/255 DOTS_PR_INCH 300 ANNOT _FONT PRIMARY Times—Roman \
ANNOT FONT SIZE _PRIMARY 8 ANNOT FONT SIZE SECONDARY 8 HEADER FONT Times—Roman \
LABEL_FONT Times—Roman LABEL FONT SIZE 8 HEADER _FONT_SIZE 10 PAPER_MEDIA letter \
UNIX_TIME_POS 0i/~1i PS_ COLOR CMYK Y _AXIS TYPE ver text PLOT DEGREE FORMAT ddd:mm:ss \
D_FORMAT %.1f COLOR_BACKGROUND 0/0/0 COLOR_FOREGROUND 255/255/255 COLOR_NAN 255/255/255")

(newline))
(define (run—stats inxyz outxyz rperc ptimes grdcellsize)

(display (string—append
"awk —F" delim " *{sum+=$5} {sum2+=($5*$5)} END { print \""
rperc "\"\"" ptimes "\"\"" grdcellsize "\",sum/NR,sqrt(sum2/NR)}" "
inxyz " >>" outxyz))

(newline))

(define (run—ps2raster psfile outf)
(display (string—append
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"ps2raster —T" outf " " psfile))
(newline))

;;——Run through the commands

(define (run—commands
run—times engines p)
(let ((engine—list
(string—split engines #\,)))
(if (> run—times 0)
(begin
(let ((base—xyz
(string—append "base_"
(basename inxyz)))

(rand—xyz (string—append "rand_" (basename inxyz))))
(run—Tsplit inxyz p)
(map (lambda (x)

(primitive—eval
(list (cadr (cadr (assq
(string—>symbol x)
ci—engine—alist)))
base—xyz grdcellsize)))
engine—list)
(map (lambda (x)

(run—ncquery
(string—append (basename base—xyz ".xyz"
rand—xyz
delim

¢ ".grd")

"xyzgd"
(string—append "rand_" p

(basename
inxyz ".xyz") " " x ".xyzgd")))
engine—list)

(run—commands (— run—times 1)
engines p)))

(begin

(map (lambda (x)

(run—xyz2grd

(string—append "rand_"p "_"
(basename inxyz ".xyz") " " x
".xyzgd")

(string—append "rand_"p "_"
(basename inxyz ".xyz") " " x
".Xyzgd.grd")

grdcellsize))

engine—list)

(map (lambda (x)

(run—stats (string—append "rand_" p

(basename inxyz ".xyz") " " x
".Xyzgd")

(string—append "rand_"

(basename inxyz ".xyz") " " x ".stat")
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p do—times grdcellsize)

(run—stats (string—append "rand_" p
(basename inxyz ".xyz") "_" X

" xyzgd")

(string—append "rand_"p " "
(basename inxyz ".xyz") "_" x ".stat")
p do—times grdcellsize))

engine—list)
(set—gmt—defaults)
(map (lambda (x)

(run—pshistogram

(string—append "rand_" p (basename inxyz ".xyz") " " x ".xyzgd")

(string—append "rand_" p "_" (basename inxyz ".xyz") "_" x ".ps")
p do—times X))

engine—list)
(map (lambda (x)

(run—pstext

(string—append "rand_"p"

(basename inxyz ".xyz") x ".xyzgd")

(string—append "rand_"p"

(basename inxyz ".xyz") " " x ".ps")

p do—times X))

engine—list)
(map (lambda (x)

(run—ps2raster
(string—append "rand_"p " "
"G")

(basename inxyz ".xyz") " " x ".ps")

engine—list)))))

;; Command-—line options ;;

29 LR}

;;———Options
;3 " (switch . (args? "desc"))

(define ci—option—alist *((infile . (#f "The input xyz file."))
(—e . (#t "Specify which gridding engine(s) to use, \

if multiple engines are desired, separeate them with commas."))
(—percent . (#t "Petcentage of xyz data to extract, default is 20"))
(—grd_cells . (#t "The grid cell size"))
(—delimiter . (#t "The input xyz delimiter"))
(—dotimes . (#t "The number of iterations"))
(—engines? . (#t "Check available engines, optionally specify \

which engine to get more information about.."))
(~help . (#f "Display the help™))))

(define (ci—add—option specs)
(append! ci—option—alist (list specs)))

(define (ci—display—options
option—list)
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(if (pair? option—Tlist)
(begin

(if (cadar option—Tlist)
(display (string—append " ["* (symbol—>string (caar option—list)) " arg]"))
(display (string—append " ["" (symbol—>string (caar option—list)) “]")))

(ci—display—options (cdr option—list)))
(display "\n\n")))

(define (ci—describe—options option—list)
(if (pair? option—Tlist)
(begin
(let ((cname (symbol—>string (caar option—list)))
(cdesc (caddr (car option—Tlist))))
(if (> 20 (string—length cname))

(display (string—append

(string—append
chame
(make—string (— 20 (string—length cname)) #\ ))

"\t" cdesc "\n"))))
(ci—describe—options (cdr option—list)))
(display "\n")))

(define (display—help command—name option—list)
(if (pair? option—list)

(begin
(display (basename command—name))
(display " version 0.2.1")
(newline)
(display "Usage: ")
(display (basename command—name))
(ci—display—options option—list)
(ci—describe—options option—list))))

;; Read the given port (’p) and put it into the string ’pstring.

(define (read—port p pstring)

(if (not (eof—object? (peek—char p)))
(read—port p (string—append pstring (read—line p)))
pstring))

;; Parse the command-—line

(define (parse—options cca ccl)
(if (pair? ccl)
(begin
(if (not (hook—empty? ci—command—line—hook))
(run—hook ci—command-—line—hook cca ccl))
(cond

;; Help? 5
((or (equal? (car ccl) "=h")

(equal? (car ccl) "—help")
(equal? (car ccl) "—?"))

(display—help cca ci—option—alist)
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(exit 1))
((equal? (car ccl) "—percent")

(begin
(set! percent (cadr ccl))
(parse—options cca (cddr ccl))))

;; Engines ;;
((equal? (car ccl) "—engines?")

(if (not (null? (cdr ccl)))
(ci—describe—engine (cadr ccl) ci—engine—alist)
(ci—display—engines ci—engine—alist))

(exit 1))
;; Gridding Engine ;;
((equal? (car ccl) "—e"

(begin
(set! ci—engine (cadr ccl))
(parse—options cca (cddr ccl))))

((equal? (car ccl) "—delimiter")

(begin
(set! delim (cadr ccl))
(parse—options cca (cddr ccl))))

((equal? (car ccl) "—grd_cells")
(begin

(set! grdcellsize (cadr ccl))
(parse—options cca (cddr ccl))))

((equal? (car ccl) "—dotimes")

(begin
(set! do—times (cadr ccl))
(parse—options cca (cddr ccl))))

;» Input xyz file ;;

((null? inxyz)
(set! inxyz (car ccl))
(parse—options cca (cdr ccl)))

(else
(parse—options cca (cdr ccl)))))))

;; Load the User Config File
;(display ci—config)

(if (file—exists? ci—config)

(begin
(load ci—config)))
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(if (not (defined? ’ci—engine))
(define ci—engine "surface"))

(define (main args)
;; Parse the command-—line
(parse—options (car (command—line)) (cdr (command-—line)))
;; I 7inxyz was not given, get it from ’current—input—port

(if (null? inxyz)
(set! inxyz (read—port (current—input—port) “)))

;(display inxyz)

(let ((percent—Tlist (string—split percent #\,)))
(map (lambda (p)
(run—commands (string—>number do—times) ci—engine p))
percent—list)))

;;——END
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RSPLIT
RSPLIT

Randomly extract lines from a text file.
Manual

Matthew Love
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Copyright © 2011 Matthew Love.

Permission is granted to make and distribute verbatim copies of this manual provided the copyright notice and
this permission notice are preserved on all copies. Permission is granted to copy and distribute modified
versions of this manual under the conditions for verbatim copying, provided that the entire resulting derived
work is distributed under the terms of a permission notice identical to this one.
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1 Copying

RSPLIT is copyright (C) 2011 Matthew Love and is released under the terms of the GNU General Public
License. See the included file “COPYING’ for the full text of the license (or see Section “Copying” in The
GNU Emacs Manual).

This is free software — you are welcome to redistribute it and/or modify it under the terms of the GNU General
Public License as published by the Free Software Foundation; either version 2, or (at your option) any later
version.

rsplit is distributed in the hope that it will be useful, but WITHOUT ANY WARRANTY:; without even the
implied warranty of MERCHANTABILITY or FITNESS FOR A PARTICULAR PURPOSE. See the GNU
General Public License for more details.
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2 Introduction

Randomly extract a percentage of lines from a text file. The randomly extracted line gets printed to stdout,
optionally, the remaining lines can be printed to stderr, allowing for the splitting of text files.
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3 Installing rsplit

Installation through autotools is fairly straight forward.

1.

Unpack the package
~] tar xfvz rsplit-0.1.3.tar.gz

Enter the package root directory
~] cd rsplit-0.1.3

Configure and Make the package

The “--prefix’ switch to ./configure specifies where to install files.

~/rsplit-0.1.3] ./configure --prefix=~/rsplit && make

Install the built package
~[rsplit] make install
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4 Using rsplit

RSPLIT is a command-line program designed to be run in a shell program such as bash. For general usage help
from the command-line, the “--help’ switch can be used.

~] rsplit --help

Usage: rpslit [OPTIONS] [infile]

Randomly extract a percentage of lines from a text file.

Options:

-p, --percent The percent of lines to randomly extract

from the input.

-1, --line-num Include line numbers in output.

-r, --remaining Send the lines that aren’t extracted to stderr.

--version Print version information and exit.

Example: rsplit test.xyz -p 20 -Ir > test_rand20.xyz 2>test_base.xyz

The *-p, --percent’ switch specifies the percentage of randomly selected points to extract from the given text
file.

The “-I, --line-num’ switch prints the line number along with the original line from the input text file.

The *-r, --remaining’ switch prints the remaining lines after random extraction to stderr.

240




5 Examples
Extract 20 percent of the lines in the input text file and print the results to stdout ~] rsplit -p 20

input.txt

Extract 15 percent of the lines in the input text file and write the results to a file, include the line numbers
~] rsplit -p 20 --line-num input.txt > rand20_input.txt

Extract 40 percent of the lines in the input text file, write the results to a file and send the remaining lines to
another file. ~] rsplit test.xyz -p 40 -r >
test_rand40.xyz 2>test_base60.xyz

10.3

10.2.8 Spectral analysis

10.2.9 Slope

10.2.10 Kriging discussion and cautionary note

Sharing uncertainty results

TEXT IN PREPARATION

10.3.1 ASCII files

TEXT IN PREPARATION

10.3.2 netCDF files

TEXT IN PREPARATION

10.3.3“BAG” files

Contributed by Rob Hare, Canadian Hydrographic Service, Canada

Bathymetric Attributed Grid (BAG) is a non-proprietary file format for storing and exchanging
bathymetric data developed by the Open Navigation Surface Working Group. BAG files are
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gridded, multi-dimensional bathymetric data files that contain position and depth grid data, as
well as position and uncertainty grid data, and the metadata specific to that BAG file.
Information about BAG files may be obtained from the Open Navigation Surface website:

http://www.opennavsurf.org/whitepapers.html
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Chapter 11.0 LANDSAT 8 Satellite-Derived Bathymetry

Contributed by S. Pe’eri, B. Madore and L. Alexander, Center for Coastal and Ocean Mapping,
USA, C. Parrish and A. Armstrong, National Oceanic and Atmospheric Administration, USA, C.
Azuike, Nigerian Navy Hydrographic Office Lagos, Nigeria, and Eunice N. Tetteh, Ghana
National Oceanographic Data Centre,Ghana

Satellite derived bathymetry is a useful reconnaissance tool that can be used to map near-shore
bathymetry, characterize a coastal area and to monitor seafloor changes that may have occurred
since the last hydrographic survey was conducted. Although there are several commercial
multispectral satellite platforms (e.g., Ikonos and WorldView) that can can be used for satellite
derived bathymetry, Landsat satellite imagery provides a free and publically available resource.
Satellite imagery in the U.S. Geological Survey data archives include also the two most recent
Landsat missions were collected using Enhanced Thematic Mapper Plus (ETM+) in Landsat 7
(oparated successfully from April, 1999 until June, 2003) and operational land imager (OLI) in
Landsat 8 that is operational since mid-2013. Although the imagery from Landsat 7 and Landsat
8 have the same swath-width of 185 km and an image resolution of 30 m. The number of bands
and their spectral range is different in the imagery between the two satellites. The main
difference is that Landsat 8 imagery contains an additional band in (Band 9) in the infrared (1.36
- 1.38 um) that can map cirrus ice clouds. Data from this band can be used to correct some of the
atmospheric contribution from the derived bathymetry. The satellite-derived procedure described
below provides steps for processing Landsat imagery from both satellites.
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Bands of Landsat 7 and 8 imagery used in the SDB procedure.
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The key steps in the satellite-derived procedure include:

1. Pre-processing— Satellite imagery is downloaded based on the geographic location and
environmental conditions (e.g., cloud coverage and sun glint) had to be used.

2. Water separation— Dry land and most of the clouds are removed.

3. Spatial filtering— “Speckle noise’ in the Landsat imagery is removed using spatial
filtering.

4. Glint/cloud correction— The Hedley et al. (2005) algorithm is used to correct
radiometric contributions from sun glint and low clouds.

5. Applying the bathymetry algorithm- The bathymetry is calculated using the Stumpf et
al. (2003) algorithm on the blue and green bands.

6. ldentifying the extinction depth— The optic depth limit for inferring bathymetry (also
known as, the extinction depth) is calculated.

7. Vertical referencing— A statistical analysis between the algorithm values to the chart
soundings references the Digital Elevation Model (DEM) to the chart datum.

For more details on satellite-derived bathymetry and hydrographic applications, please refer to
the following references:

Hedley, J., A. Harborne and J. Mumby, 2005. Simple and robust removal of sun glint for
mapping shallow-water benthos, International Journal of Remote Sensing, 26, 2107-
2112.

Pe’eri, S., C.Parrish, C.Azuike, L. Alexander and A. Armstrong, 2014. Satellite Remote Sensing
as Reconnaissance Tool for Assessing Nautical Chart Adequacy and Completeness,
Marine Geodesy (accepted).

Stumpf, R., K.Holderied and M.Sinclair, 2003, Determination of water depth with high-

resolution satellite imagery over variable bottom types, Limnology and Oceanography,
48, 547-556.

244




11.1 Downloading the datasets

Note: Section 11.1 is for users that are investigating over the U.S. territories (NOAA
provides their charts as referenced rasters). In other places around the world, the chart might
require scanning and referencing the user should refer to Appendix A.

11.1.1 Downloading a NOAA chart

Go to http://www.nauticalcharts.noaa.gov/mcd/NOAAChartViewer.html and click on the
Graphical Catalog link.
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Zoom into the region being examined and click on region where the chart is desired.

V Office of Coast Survey

| smarchiham

R B

(5 - i |
'_J e 71 5how al chars
4 L ? ,Ll":_'.!} Framani ,
i £ Salected Punt.
e q'". G &2 A [
|L" A\ 070 4 BIE W
\
1" . .
/ h _F Cham Pangl  Scabs
L, & ?m g 13074 274 140000
& 1278 68 180000
A\ ¢ 13360 2090 1378838
3 E 3 4 50 13008 2164 1500003
| F i Gl 006 2155 1-675000
.muﬁ L5 o 13003 2156 41200000
: S
o SRR, S Far Char 13274
E Pl ! Yigw Onling
e o Habe Lisling
Tembosdn Do fk‘.--" Diowmiged BNC
&3} L ] > al
el :u:_Lﬂ:H:lf,p" - Select by Coordiale, anie
e . decimal dogrees, DM o DMS
Chain \ % Just mumbers and spaces, no
WHastion ™ \ h tancy characters pleasa
7l'l--rr-uu | Lad N -
N ) Lo o
2 Cariin " i e il
. E s SeleciLstLon
Iﬁ'flﬂh; Pl s W i 0 G
13274 Pansl Tk Portsmouth Harzar bo Bastion Harsar, Mamimack Aner Extanzan

Smal Grall Fosde, JWW Roete Ghat Gumant Edtion 78 Prinl Dale: 410201

On the right side of the screen, make sure that the chart you are interested is selected and click on
Download RNC.

,&me

42 44 02.04°N

070 40 2276°'W
Chart Panel Scale
2074  1:40000
13278 2069 1:80000
13260 2090 1:376838
13009 2154 1:500000
13006 2155 1:675000
13003 2156 1:1200000

For Chart 13274

Order Paper Chad
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A User Agreement window will open. Scroll to the bottom of the window and select OK to

download chart.

Copying of the MOAA RINCs™ to any other server or location for firther distribution iz discouraged unless the following guidelines are followed: 1) th

the INOA A RICs™ iz advised of thewr origin.

Ifthese INOA A RITCs™ are incorporated into any other product in a form other than as provided by IOBAA | the producer of that product assumes fi

4, Warnings

“Weeldy updates to the RN Cs are done on a "best efforts” basis. The timing of thewr availability is not guaranteed. You are responsible for ensuring that

NOAL BICs™ were made by scanning the NOA A paper chart printing materials. Any maccuracies due to old methods of collecting, processing and
accuracy of the EXC. The impact of positioning accuracies can be mnimized by not zooming an BN C beyond the scale of the onginal NOA A chart.

TWhile IOAA has accuracy standards for each step in the data collection and chart production process, much of the depth information found on MOA
regarding the acouracy of electronic charts, click hitprfwww nauticalcharts noaa gowmed/electronic_accuracy html

5. Trademarles and Copyright

"TOAL B and the WNOAA ® emblem are registered trademarles of the Mational Oceanic and Atmosphenic & dministration.

NOAS BICIM i5 a trademarle of the Wational Oceanic and Atmospheric Administration.

C]ico download 13274 zip

Save the compressed chart to your local computer/server (press Save).

Eile Download

Do you want to open or save this file?

['%l.

Mame: 13274.zip
Type: Compressed (zipped) Folder, 3.53MB

From: www.charts.noaa.gov

X)

[ Open ][

Save

Always azk before opening this type of file

harm your computer. |f you do not trust the sowrce, do not open or

i ? | While files from the Internet can be useful, some files can potentially
T save this fle. What's he risk?

Make sure to save it to the designated directory (press Save).

Save As

Savein: | 3 MOA4 Charts v y ¥ E° M-

e

My Recent
Documents

=

Desktop

My Documents

-
8
by Computer
.

My Netvrark.

File name:

Save as type:

13274.zip

Compressed (zipped) Folder

Save
Cancel
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Press Close after the Download complete window appears

Download complete =] 4

2
", Download Complete

13274.zip from www.charts noaa.gov

I |

Downloaded: 154KB in 1 sec
Download ta; GANOAA_Charts\13274.zip
Transfer rate: 154KE/Sec

[IiCioge thiz dislog bow when dowrload completes

[ DOpen ] [Dpen Eolder] [ Cloze

Note: The chart is downloaded in a compress format. Make sure to unzip the chart to your data
directory.

11.1.2 Downloading a Landsat imagery

Open a Web Browser and go to http://earthexplorer.usgs.gov/. Login into your account (the
Login button is upper right corner of the window).

I b 360y - shachakte: % ¥ | Poperana Raser atce. % Y| Users Apteement %V e amhsplorer P =

-
3 € [ earthesplorerusgs.gov

EarthExplorer

‘
ows e

1. Enter Search Criteria

To namrow your search area. type in an address or place
name, enter coordinates or click the map to defing your
search area (for advanced map ools, view the el
documentation), andior choose a date range

PatRaw | Feature

BT raomennes
e Y 10 Decimal

© o coordinates selected
=3
Rasull Options

searchfrom 01011920 |10 panzeota |

Search months: (all

Note: The service is free, but the website requires user to login. Users that areaccessing this site
for first time, need to register (the Register button is upper left corner of the window).

Zoom into the desired region. Create a square around the desired region by clicking on the
corners of the area. The polygon vertex coordinates will appear in the Search Criteria tab.
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http://earthexplorer.usgs.gov/

| Searchritena [RCEEEE Search Criteria Summary (Show) Clear Criteria

1. Enter Search Criteria

To narrow your search area: type in an address or place
name, enter coordinates or click the map to define your
search area (for advanced map tools, view the help
documentation), and/or choose a date range

PathiRow || Fealure

(42°30° 137N, 071° 14' 09" W) J| Options Overlays Map | Satellite

[siou [ coor
Predefined Area

Decimal ‘
1. Lat: 42° 48' 49" N, Lon: 070° 20' 21" W 2
2. Lat: 42° 30' 53" N, Lon: 070° 34' 56" W 2
3. Lat: 42° 43' 59" N, Lon: 071° 04' 21" W Ve
4. Lat: 42° §7' 34" N, Lon: 070° 40" 42" W IR

| usewap | Add Coordinate | Clear Coordinates
Date Range |RsCEITo0 (5]

Search from 01011920 E i mi1gem3  [H

Search months: (all) -

Data Sets »

Alternatively, type in a location you are interested and the country in the Adress/Place located
under the Search Criteria tab and click on Show. Select the site of interst from the a list of
possible sites with similar names and the loction will be shown on the map

(- @ earthexplorer.usgs.gov

¢ || B - Googie I ]
al-\Q\anﬂsaﬂ ! sm'-\'v@-nv[ﬂ-.-ﬁ E +

V' Norton - #  (/ SafeWeb + Share - [ Accessvaut- B Login Assistant -

Home

Search Criteria [k ERL Additional Criteria || Resulls

1. Enter Search Criteria

Login Register Feedback Help

Search Criteria Summary (Show) Clear Criteria

= Vauritanial 1 A i ,—f“_-i
| :’@}} | (10° MAQ'N 020" B?ZE"W)‘ Dptlnns Overlays I Map | Satellite
To narrow your search area: type in an address or place : e R E ; § - f |
name, enter coordinates or click the map to define your ouakzigl

search area (for advanced map tools, view the help
documentation), and/or choose a date range.

painRow | Featre

Cape Coast, Ghana

s

(0 IEICES | Predefined Area Guinea

T = - i ¢ 'Nigeria
B Decimal |

| 1. Lat: 05° 06' 18" N, Lon: 001° 14' 49" W “R | f ) Céte/d'Ivoire - E
Liberia J
Add Coortiate 7 » : Cameroon

nmnl.
BEGENTES Result Options

Search from: 01/01/1920 & to: 08/13/2013 (=)

Equamnal
Guinea'
Search months: (all) ¥ ) uinea! L/)
Sao Tome .

On the top left side of the screen, click on the Data Sets tab.
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Search Critenia

Diata Sel Search:

2. Select Your Data Set(s)

Check the boxes for the data set{s) vou want to search.
When done selecting data set(s), chek the Additional
Criteriz or Resufs buttons below. Click the plus sign

next to the category name to show a kst of data sels.

[0 Uze Dala Sel Prafles (whas The?)

Expand the Landsat Archive and select L7 ETM+ SLC-on (1999-2003) for Landsat 7 imagery

or L8 OLI/TIRS for Landsat 8 imagery.

Search Criteria LeRe | Additional Criteria Results

2. Select Your Data Set(s)

Check the boxes for the data set(s) you want to search.
When done selecting data sel(s), click the Additional
Criteria or Results buttons below. Click the plus sign
next to the category name to show a list of data sets.

Search Criteria Data Sets Additional Criteria Results

2. Select Your Data Set(s)

Check the boxes for the data set(s) you want to search.
When done selecting data sel(s), click the Additional

Criteria or Results buttons below. Click the plus sign

next to the category name to show a list of data sets.

‘ [F] Use Data Set Prefilter gnats This?)

‘ [F] Use Data Set Prefilter gnats This?)

‘ Data Set Search:

‘ Data Set Search:

+ Digital Maps LJ
+E0-1
+ Forest Carbon Sites
+ Global Fiducials
+-Global Land Survey
+HCMM
+JECAM Sites.
+-Land Cover
[=l'Landsat Archive [J
- [¥] @ L8 OLITIRS
[ @ L8 OLUTIRS Pre-WRS-2
- [7] @ L7 ETW+ SLC-off (2003-present)
[ @ L7 T+ s1.c-on (1993-2003)|
. D@ L7 ETM+ Intl Ground Stations (Search Only)
-C@LesTi
Fl@L1-smss

m

+ Digital Maps LJ
+E0-1
+ Forest Carbon Sites
+ Global Fiducials
+-Global Land Survey
+HCMM
+JECAM Sites.
+ Land Cover
[=-Landsat Archive [
- [F]@ L8 OLITIRS Pre-WRS-2
[ @ LT ETM+ SLC-off (2003-present)
- [C)@ L7 ETW+ SLG-on (1999-2003)
- [ @ L7 ETM+ Intl Ground Stations (Search Only)
-C@LesTi
C@Li-5mss

Select the Results tab.

EarthExplorer

Search Crtena Cata Sets WI‘IMEKCH'.EI\

4. Search Results

If you selected more than one data set to search, use the
dropdown to see the search results for each specific data
set

Note: You must be logged in to download and order
scenes

Show Result Controls =

Data Set
ETN (1999-2003) - RIS

m

1 -
Disglaying 1- 3013 @
Entity ID: ELPOVIR031_7T19990918

Acquisition Date: 13-5EP-99
Path: 11
1 Row: 31

Yad 7L @
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Scroll down and look at the quick view results. Select the download icon of the desired data set.

BO/TIRS ~ Euaiieeed

Displaying 1 - 1001 100
ety 0L 3
Coardaate: 51013
Acaquisilion Date: 27.4FR.1
Pan: 194

Entity 10: LCH 13405201 313000%01
c - 1 <5083

oormnates: 5 78579
m Acquisiton Date 13-UAY.13

Before secling the image, it is possible to preview the image by slecting Show Browse Overlay.

Entity ID: LCE01 203020131 86LGRHON
Coordinates: 43.18499-70.84441
Acquisition Date: 05-JUL-13

Path: 12

Row: 20

“]Elﬂ‘;’._tf@

Select Download to image you are interested to process.

Entity ID: LCE0120302013186LGMA0
Coordinates: 4318489 -70.84451
Acquisition Date: 05-JUL-13

Path: 12

Row: 20

$dd AL®

Select Level 1 GeoTiff Data Product and press Select Download Option.

Download Options »

Please select fram the following download options:

@ LandsatLook"Natural Color" Image (5.4 MB)

) LandsatLook"Therrmal® Image (1.4 MB)

@ Landsatlook"Guality' Image {712.1 KB)

@ LandsatLook images with Geographic Reference (7.6 MB)
@ Level 1 GeaTIFF Data Product (293.8 MB)

Select Download Option || Cancel |

Press Download in the Download Scheme window.
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Download Scene n

Click the downlead button to download Scene |D: LCB0120302013186LGNOD

| Dowenload || Close |

Save the file in your data directory and press OK. Make sure to unzip the chart to your data
directory.

You have chosen to open
g epp012r)30_7f20000927.tar.gz

which is a: WinRAR ZIP archive (329 MB)
from: http://dds.cr.usgs.gov

What should Firefox do with this file?

() Openwith | WinRAR (default) -

i@ : Save File

Do this automatically for files like this from now en.
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11.1.3 Setting up the GIS environment

Open ArcMap.

Depending on your set up, you may get the following window. Press OK.

% ArcMap - Getting Started

Open existing map or make new map using a template EE
= Existing Maps My Templates
Browse for mare..,
[=- Mew Maps

My Templates
= Templates T
= Standard Page Sizes J
Architectural Pag
130 (A% Page Siz
Morth American |
(=) Traditional Layouts
Industry
LS4,
Warld
Browse For more. ..

Elank. IMap

I3

s
Ci\Documents and Settingsishachakiapplication DatalESRIDeskiopl, DhArcMaph Templatesi Mormal mxt

Default geodatabase for this map: What is this?
| CDocuments and SettingsishachakiMy DocumentstarcaISiDefault. gdb A" | @
[Ibo not show this dialog in the Future, oK ] ’ Cancel ]

Select Extensions...Under the Customize Tab.

Customize | Windows  Help

Toolbars )

| Extensions... |

#dd-In Manager. ..

Cuskomize Mode. ..
Skyle Manager, ..

ArcMap Options. ..

253



In the Extensions window, mark Spatial Analyst. Press Close.

Extensions

Select the extengions you want to uze.

30 Analyst

ArcScan
Geostatistical Analyst
Maplex

Metwork Analyst
Fublisher

OoROOOooodo

Drescription:

Spatial Analyst 10.0
Copyright £1933-2010 ESRI Inc. Al Rights Reserved

Provides spatial analysis tools for use with raster and feature data.

About Extensions

Activate the Toolbox by clicking on the icon in the upper toolbar.

&

Click on file and open Map Document Properties. Check the box for Store relative pathnames
to data sources. Click OK.

Map Document Properties |E|E|

General |

File:

Title: | Healyz007

SuMmmary:

Description:

Authar: | field

Credits: |

|
|
Tags! | ‘
|

Hyperlink base: |

Last Saved: 4292011 5:26:27 PM
Last Printed:
Last Exported:

Default
izeodatabase: Z:\Documents and Settings\amorrisiiMy Documen @

Pathnames: Store relative pathnames to data sources

Thumbnail: Make Thumbnai
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11.2 Loading the datasets in ArcMap
11.2.1 Satellite imagery
Note: Landsat imagery is typically download as separate imagery files and not as a RGB image.

Load the satellite data to ArcMap by selecting Add Data...

& addData. |

Navigate to your directory and select the satellite image in the Add Data window and select Add
button. The Blue, Green and Infrared band in Landsat 7 are numbers as: *_nn10.tif, * nn20.tif,
and *_nn40.tif, respectively. The Blue, Green and Infrared band in Landsat 8 are numbers as:
* B2.tif, * B3.tif, and *_B6.tif, respectively.

Add Data E| [ Add Data -

ey ‘Euwchinuandsat v‘ L@ E- &8Bs Lookin: [E Landsa8_Sekondi '] & W J}.| = '| EI EL®

CE1040572013117LGNOL BLTIF 5 LC81940572013117LGNO1_BE.TIF
CE1940572013117LGNOL_B10.TIF 8B LC8194057201311 7LGNOL_BY.TIF
CE1940572013117LGNOL_BI1.TIF 8§ LC81940572013117LGNOL_BQATIF
(C81940572013117LGNO1_B2.TIF, |j LC81940572013117LGNO1_MTL bt

..... CS].E!J!CIS?ZUBH?LGNUIB? TIF

Name: [ p012r030_7t20000927_219_nni0.tf; potaroao_vezoooos| [ ada ] ||| P LC19405720 31 17L.GNO1_B2.TIF; LEB 19405720 31 7.0

] Shaw of tyPe! | Datasets, Layers and Results - [ cance |

Show of bype: |Datasats and Layers v | [ Cancel

L ol

Note: If your imagery is not on your computer, you will need to use the Connect to Directory in
otder to link your project to your computer.

[+

In case you are asked to create pyramids, press Yes.

Create pyramids for p012r030_7t200009...[X]

This raster data source does not have pyramids. Pyramids allow for rapid display at
varing resolutions.

Pyramid building may take a few moments.
Would pou like to create pyramids?

[ es |[ Mo ] [ Cancel

[] Use my choice and do not show this dialog in the future,

Save your project by selecting File/ Save As... .
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¢ Untitled - ArcMap - Arcinfo

File | Edit View Bookmarks Insert
00 New... Ctrl+N
& Open... Ctrl+0
Save Ctrl+S
Save As... ‘
Save A Copy...
Add Data 4
o4 Sign In...
ArcGIS Online...
Page and Print Setup...
Print Preview...
Print...
Create Map Package...
Export Map...

[}

oo
oo

E g B D

' Map Document Properties...
Exit Alt+F4

The satellite imagery will be loaded with black background.

Right click on the image layer and select the Properties... button.
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=2 p012r030_7t20
Yalue
High : 255

Lowe @ 0

O p012r030_7t20000927 _z19_nnz!
O p012r030_7+20000927 _z19_nn3l
= O p012r030_7t20000927_219_nn4

Yalue
High : 255

Lowe @ 0

X &

o

@

Copy

Remave

Joing and Relates »
Zoom To Layer

Zoorn To Raster Resolution
Wisible Scale Range »
Data 3
Edit Features »

Save As Layer File...
Create Layer Package...

[

Froperties... |

In the Symbology tab, mark the Display Background Value (in this case black is when the value

is 0).

Layer Properties.

[ General | Sourcs | Key Metadats | Batsrt | Display | Symboiogy |
| show:

Stretch values along a color ram =
Uniue Values 9 > =1
Classified

Stretched i

Discrete Color

Color Value  Label Labeling

40308 High : 40308

I 0 Low:0

m

ceereme T -
“ [¥] Display Background Value: ] as[:]
[T Use hillshade effect 1 Display NoData BSC]
Stretch
Type:  [Percentclip ] [ Hstograms |
min:  0.25 max:  0.25 [ tnvert
ol
About symbology [¥] Apply Gamma Stretch: 1.6042! i
[ ok ][ cancsi | [ ooy

Press the Apply button and then the OK button in the Layer Properties window. Now the layer is
without the black background. Repeat steps to remove background for the other layers.
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11.2.2 Nautical chart

Load the satellite data to ArcMap by right-clicking on the desired directory and select Add
Data...

|+ addData... |

The chart is displayed over the satellite imagery.

Copy
REmivi

I Joires and Relates J
4 Zoom To Laver

+ O p0lzrod

¥ O pOizrod ‘P? Zoom To Raster Resolution
= O pozrid Visible Scale Range b
H"’;:“‘ Data ,
l Edit Features b
Low @ €5 Save As Laver Fik,.,
@ Create Layer Package,.,
[2f Properties...
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Select the Display tab and set the Transparency to 30% and press OK.

| Generl | Source | Key Metadata | Extert | Display | Symbology |

[ show MapTips

["| Display raster resolution in table of contents
[] Allow interactive display for Effects toolbar
Resample during display using:

[Nearest Meighbor (for discrete data)

-

Orthorectification
Contrast:
- a Orthorectification using elevation

Brightness: 0 @ Constant glevation:

Transparency: 30 DEM I@ bath3_m_n10

bi i Elevation adjustment
isplay Quality Z factor: 1
Coarse Medium Mormal

0

Z offset: ]
Geoid:

e -

The chart will appear and also the bathymetry layer below. Make sure the satellite and the chart
are registered correctly.
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11.3 Water separation and spatial filtering

11.3.1 Calculating the water threshold value

Note: There are several ways to calculate a threshold value for land/water separation. This
procedure has options: 1) Profile, 2) Identify, and 3) Histogram. We recommend using the
profile option, but we are aware that a 3D Analyst may with be available with the user's current

ArcMap liscence.

Option 1: Profile (using 3D Analyst)

Select Extensions...Under the Customize Tab.

Customize | Windows  Help

Toolbars 3

| Extensions... |

Add-In Manager...

Customize Mode. ..
Style Manager...

ArcMap Oplions. ..

In the Extensions window, mark 3D Analyst. Press Close.

Extensions

Select the extensions you want to use.

Geostatistical Analyst
Metwork Analyst
Fublisher
Schematics

Spatial Analyst
Tracking Analyst

Drescription:

30 Analpst 101
Copyright ©1933-2012 Esi Inc. All Rights Reserved

Provides toals for surface modeling and 3D visualization

Activate the 3D Analyst tool bar under the Customize/Toolbars.

Close

| 30 Analyst

Customize | Windows  Help Advanced Editing

| Toolbars » | Animation
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Select the infrared band (*_nn40.tif in Landsat 7 and and *_B&6.tif in Landsat 8).

30 Analyst = | [

Press the Interpolate Line icon in the 3D Analyst toolbar.

=
o

Make sure that the infrared band is visible in the project. Using the left button, draw a line that

crosses from land (bright areas) into the water (dark areas). Finalize the line by double-clicking
the left button.

After drawing the line the Profile Graph icon in the 3D Analyst toolbar will be active. Press the
Profile Graph icon.

b v

The result will a plot the can be used to extract the land/water threshold. The smouth section with
low values represent water, whereas the fluctuation high value areas represents land.In this case
the threshold value is around 7000 (Landsat 8 image).

[ Brofie Graph Tite

Profile Graph Title
o0
25000
2 po0
23,000
22000

5%

fEEsfsEEEafass

q Ui!} 2,000 S.li‘o 4.n‘m 5000 5.&’!1 F.ﬂrn 8,000 n.n‘m In.i‘m 1000 12000 1‘3.&11 14000
Frofis Grap Subbti

261




Option 2: Identify

Activate only the infrared band (*_nn40.tif in Landsat 7 and and *_B6.tif in Landsat 8).

ok OF Contents

Z10_rimaf

O TEEOOO00IT =30 _mecal. b

& O podor=0 Tre00noesT _zi0_nnc. bl

= B polerdsd_T20000ee7_zi0_nndd.bf
ke

ok | ]

Lo :0

Select the Identify icon

Click on several location over the water and write down the values. Then, click on several
location over the land and write down the values. The threshold value should be between the
water values and the land values.

Option 3: Histogram

Right click on the infrared layer (in the Table of Contents) and select the Properties... button.

@ Copy

X Remove

B Open Attribute Table

Joins and Relates 3

" Zoom ToLayer

Wisible Scale Range 3
Use Symbol Levels

Selection 3
Label Features

Edit Features 3

Convert Symbology to Representation. ..
Data 3
* Save As Layer File. .,
';, * Create Layer Package. ..

||'jr Properties. ..
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Activate the Symbology tab. Under Stretch, select Type:

Layer Properties

Custom.

| General | Source | Extent | Display | Symbology
Shaw:  ltretch values along a color ramp
Unique Yalues
-~
Colar Value  Label Labeling
[ High : 255 |
| Low : 0 |
ot | v
Display Background Yalue: ljl asD e
[ use hillshade effect ] isplay NoData as[ ]| ]
Stretch
Type: ‘None w | Hiskograms
[one
|:| Invert
|Standard Deviations
O apply G2 Histogram Equalize ] w
Minirnurn-Mazxirnurn =
Histogram Specification
Percent Clip Cancel Apply

The following message will appear. Press Yes.

Compute Histogram

,3_,: Histogram doesn't exist. Do you want to compute histogram?

Ly J| 1

Press the Histograms Button.

Layer Properties

| General | Source || Extent | Display| Symbology
Show:  lctretch values along a color ramp
Unique Values
Classified
Stretch ~
Color Value Label Labeling
255 | High: 255 |
o | Lowe : 0 |
coorore: | v
Display Background Yalue: Ijl asB L
[Juse hillshade ffect |:| Display MoData aSB
Strekch
Type: |Custom V | Histograms
[ irevert
Apply Garmma Stretch: l:l Z
[ u] ] [ Cancel ] [ Apply
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The Infrared Histogram will have two distinct peaks, one represents the land values (i.e., large
values) and the other peak represents the water (i.e., values closer to 0).

Histogeans for pOL2r030_T0000627_218_nns0tf e
s B S el
[ | v

Stasics

T .00

P 2500

s ) )0

shd. dewiabion: 48,42

| - -
Infa
sl 1 b 1 | Y |
1 H—31 e M | ] ks |
HigeE 1 | | | - l Count Quts |
l Coua Jrc
- e ml—
i ] i =

Move the mouse around the graph to determine the threshold by reading the input value. For this
layer (Landsat 7 image) the threshold value is 18. This is the threshold value that will be used to
generate the water subset mask.

11.3.2 Generating a water subset

Convert the infrared band into float format, by selecting Spatial Analyst Tools / Math
/Floatfrom the toolbox

i= @ Spatial Analyst Tooks
# & Corditional
+ & Dersity
+ & Distance
+ & Extraction
+ & Generalization
4 & Groundwater
# W Hydrology
+ & Interpolation
+ & Local
+ & Map Algebra
= & Math
+ & Bitwise
+ & Logical
+ & Trigonomalric
#, Abs
Divicle
Exp
Expl0
Exp2

L R
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In the Float window, select the infrared band (*_nn40.tif in Landsat 7 and and *_B6.tif in
Landsat 8) and type in an output raster. Press OK.

”~
Input raster or constant value
|p012r030_7420000927_219_nn40. Hf hd| @
Qukpuk raster
|G:'l,SateIIite_Derived_bathymetry'l,Band_IR | El B
b,
[ [w]'s ] [ Cancel ] [Environments... ] [ Show Help = ]

Repeat this step also for the blue (*_nn10.tif in Landsat 7 and and *_B2.tif in Landsat 8) and the
green (*_nn20.tif in Landsat 7 and and *_B3.tif in Landsat 8) bands.

N Float

Input raster or conskant value

| p012r030_7t20000927 _z19_nnio.tif A=
Oubput raster
|G:W,Satellite_Derived_bathymetry'l,band_b | El B

] [ Cancel

N\ Float

Input raster or constant value

| p012r030_7t20000927 _z19_nr20. tif > @
Output rasker
|G:'l,SateIIite_Derived_bathymetry'l,band_g | El B
i’
[ [w]'s ] [ Cancel ] [Environments... ] [ Show Help = ]

Next, apply a low pass filter by selecting Spatial Analyst Tools / Neighborhood / Filter

= @ Spatial Analyst Tools

+ & Conditional

+ B Densiby

# & Distarce

+ & Extraction

= & Generalization

# & Groundwater

+ & Hydrology

# & [nterpolation

= & Local

« & Map Algebra

= & Math

# & Multivariate

= & MNeighborhood
“, Block Statistics
“, ElcH
“ Focal Flow
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In the Filter window select the infrared band in float format and output raster. Also make sure

the Filter type (optional) is LOW. Press OK.

“\ Filter

Input raster

|Band_IR Rd @
Cutput raster

|G:'l,Satellite_Derived_bathymetry'l,B_ir_LPF | @
Filter tvpe {optional)

| Low v |

lgnore MoD ata in caloulations [optional]

’ (o4 ] ’ Cancel ] ’Environments... l ’ Show Help ==

Repeat this step also for the blue and green float files.

N Filter

Input raster

|band_b hd @
Cutpuk raster

|G:'l,SateIIite_Deri\red_bathymetry'l,B_b_lpF | @
Filter tvpe (optional)

[Low v

lgrare Malata in calculations (optional)

[ Ok, ] [ Cancel ] ’Environments... ] [ Show Help == ]

“\ Filter =T

Inpuk raster

|band_g ﬂ @
Oukput rasker

|G:'l,Satellite_Deri\red_bathymetry'l,B_g_lpF | @
Filker byvpe {optional)

| Low v

lgnore MoD ata in calculations [optional]

[a]4 ] ’ Cancel ] ’Environments... ] [ Show Help =

Remove the land from the blue and green imagery, by selecting Spatial
Tools/Conditional/Set Null in the Toolbox window.

=& Spatial Analyst Tools
=& Conditional
#, Con
# Pick

analyst
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Fill the Set Null window as follows for the blue band and press OK. Make sure that the threshold
value in the expression is the value calculated in the histogram.

\Set Null M=

Input conditional raster
|B_ir_LPF R

Expression {optional)

| value = 18 | @

Input False raster or constant value
B_b_Ipf xl &

Cutpuk raster
| Gi\Satelite_Derived_bathyretryiUW _blue | @

[ a7 ] [ Cancel ] [Environments... ] [ Show Help = ]

After the Set Null process has finished, press Close.

Set Null 53]

Completed

[ clase this dialog when completed successFully

subset _khlue C:'shachalkh GIShuw blus A
TPALUET > 18" - =
Start Tiwe: Tue Mar 06 20:47:24 2012
Succeeded at Tue Mar 06 2Z0:47:32 2012
(Elapsed Time: §.00 seconds)

=l

Repeat this step also for the green band

N Set Null

Input conditional rasker
lB_ir_LPF A=

Expression [optional)

| walue = 18

Input False raster or constant value

|B_g_Ipf Ral=]

Output rasker
|G:'l,SateIIite_Derived_bathymetry'l,UW_green | B-

[al'4 ] [ Zancel l ’Environments... l l Show Help == l
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Your water subset layer should contain only areas abive the water and look as follows:

Note: Make sure that the Display background value is set to O in the layer Properties.

11.4 Glint/cloud correction

Note: This step can be performed for imagery from Landsat 7 and Landsat 8. The step is
intended to correct radiometric contribution from low altitude clouds and glint from the Blue and

Green band.

Open the ArcCatalog, by clicking on the following button.

(51

Right click on the folder where the layers are being saved and select New and then Shapefile.

(Calalon %
oty @@
Locaten: [ for guide -
5 G Home - Landsat®\Processed +
@ 23 06_aug 13 F |
® 3 11_oct 9
W B 16 _ape 13
i £ 16_may 13
@ E218 jun 13
& E bandd_stuff
1 B2 apil 13 cloud

[ oy

X Delete

(S
U File Geodstabase [ e Description..,
3 Personal Geadatabase
Ll Database Connectsn...

268




Select Polygon as the feature type, and name the file cloud cut. Select Edit to change the
coordinate system to the one being utilized for the other layers being worked with. After setting
spation reference, press OK.

cloud_cut

Feature Type. [Folygon

Spatial Reference

Description:

Projected Coordinate System:
Name: WGS_1984_UTM_Zone_19N

Geographic Coordinats System:
Name: GCS_WGS_1984

Show Details

Coordinates will contain M values. Used to store route data.
Coordinates will contain Z values. Used to store 3D data.

OK Cancel

Close ArcCataolg and return to ArcMap. Activate the Editor toolbar under
Customize/Toolbars.

Customize | Windows  Hel Advanced Editing

| Toolbars 3 Anirnation
Extensions... Arcican
Add-In Manager.., coGo
Customize Mode.., Data Driven Pages

Style Manager.. Cata Frame Tools

Archap Options... Distributed Geodatabase

roperability Tools
aagerment Tools Edit Vertices

'?ols | Editar |

Drawy

Right click on the created cloud_cut layer and select Edit Features and then Start Editing.

o | & Copy
@ B bant X Remove
M bant = open attribute Table
2 bory g | d Relat
. ban. oins and Relates 3
= bang > Zoom To Layer
& ban
= apr_| Visible Scale Range 3
= 0
= 0 Use Symbol Levels
= 0 Selection r
= 0
- Label Features
= 0 Edit Features ’l -7 Start Editing
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If the following window appears select Continue.

/3™ Start editing encountered one or more layers with warnings.
1 ) Youmay not be able to edit some layers if you continue.

‘ Name ‘ Desaription

11ft Spatial reference does not match data frame.
D 1R Spatial reference does not match data frame.
@ 1 Spatial reference does not match data frame.
@ uft Spatial reference does not match data frame.
@ uft Spatial reference does not match data frame.
D uf Spatial reference does not match data frame.
D 1R Spatial reference does not match data frame.
@ 1t Spatial reference does not match data frame.
@ uft Spatial reference does not match data frame.
@ uft Spatial reference does not match data frame.
D uf Spatial reference does not match data frame.
(D) 11ft_depth Spatial reference does not match data frame.
@ Spatial reference does not match data frame.
@ wsft Spatial reference does not match data frame.
@D wsft Spatial reference does not match data frame.
D 1f Spatial reference does not match data frame.
D 1R Spatial reference does not match data frame.

(1) 1fe Spatial reference does not match data frame. @
o 0 b

[ Do not show this dialog unless there are errors that prevent start editing.

Tin: Double-dlick error to view additional information Stop Editing

In the Editor toolbar, press the Create Features icon.
E|
A Create Features window will open. Select the "cloud_cut" feature and then select polygon.

Create Features 1 x

- - B «Search> - @

cloud_cut
Ddoud_cut

E1/|
[ Construction Tools

|Q Polygon

[T] Rectangle

() Circle

O Ellipse

©r Freehand

I%| Auto Complete Polygon
| Auto Complete Freehand

Create a polygon over the infrared layer, which contains both dark sections and bright sections.
Create a polygon that is narrow and crosses over the dark areas in the water. To create the
polygon, click once at each vertice and to finish double click at the last vertice. MAKE SURE
THIS POLYGON DOES NOT COVER ANY LAND.
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After creating the desired polygon, select Save Edits in the Editor toolbar.

Editor~| ®

"/ Stop Editing
| E—j“‘ Save Edits

Then select Stop Editing in the Editor toolbar.

Editor | » ~ L1

[/ Stop Editing
[ Save Edits

Select Spatial analyst Tools/Extraction/Extract by Mask in the Toolbox window.

=] @ Spatial Analyst Tools
& Conditicnal
& Density
& Distance
o & Extraction

{\\, Extract by Attributes
&

% Extract by Circle
"iﬁ Extract by Points
":ﬁ Extract by Pelygon
{\\, Extract by Rectangle
":\\‘ Extract Multi Values tc
":ﬁ Extract Values to Poir
"iﬁ Sample

In the Extract by Mask window, Input the infrared layer as the raster layer and select

cloud_cut as the mask. Save the output layer as IR_cut and press OK.

"(ﬁ Extract by hask

Dutput rasker
ENC_drivelshachakiStudentsiCurrent\Eunice_TettehlGhanat IR _cut

=R
Input raster Extract by Mask
[18_b6_Ipf =
Extracts the cells ofa
Input raster ar feature mask data
raster that comespond to
| Cloud_cut

the areas defined by a

=
mask.
| i

oK ] [ Cancel

] [Enwronments.‘.] [ << Hide Help ]

[ Tool Help
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Repeat the Extract by Mask command with the blue and green layers.

#, Extract by Mask [ -E el

Input raster Input raster
| w_hlue

The input raster from which
cells will be extracted.

Input raster ar Feature mask data
| Cloud_cut
Dutput rasker
E:_driveishachak! Students\Current|Eunice_TetteRiGhanaiBlue_cuk

o
=

] [ Cancel ] [Environments.‘.] [ =< Hide Help ] [ Tool Help

‘(\\ Extract by hask E@I

T sty “ | Outputraster

|uw_green

The output raster
containing the cell values
extracted from the input
raster.

Input raster aor Feature mask data
| Cloud_cut

Dutput rasker
E:_drivelshachak! StudentsiCurrent|Eunice_TettehtGhanalGreen_cut

oK ] [ Cancel ] [Enwronments.‘.] [ << Hide Help ] [ Tool Help

Select Spatial analyst Tools/Extraction/Sample in the Toolbox window.

& Server Tools
= @ Spatial Analyst Tools
& Conditional
&y Density
&y Distance
= & Extraction
’{% Extract by Attributes
I\b Extract by Circle
‘:b Extract by Mask
’{* Extract by Points
’{% Extract by Polygon
’{b Extract by Rectangle
I\b Extract Multi Values to
#_ Extract Values to Point:

~ "’% Sample

Insert into the Sample window the Blue_cut, Green_cut, and IR_cut as input rasters. Select the
IR_cut as the input location raster and cloud_table as the output table. Press OK.

., Sample B8 Eel =

Sample

Input rasters

Creates a table that shows

< »Blue_cut the values of cells from a
< »Green_cut raster, or set of rasters, for
COIR_eut defined locations. The

locations are defined by
raster cells or by a set of

points.

Input location raster or point features
|IR_cut j
Qutput kable
EC_shivelshachak|Students!Current|urice_Tetteh|GhanalCloud table
Resampling technique (optional)
MEAREST -

QK ] [ Cancel ] [Enwronments...] [ << Hide Help ] [ Taol Help
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Make sure that your view in the Table of Contents is List by Source and then open the
cloud_table by right-click on and select Open.

Table Of Cantents

PEECIE

= = Layers
e Cloud_cut

Blue_cut

Green_cut
IR_cut

O l8_bé_Ipf

O ww_green
O uw_blue

e
e
e
e
e
e

=

oud_table

| Table

= B EAC_drivelshachak!Students\Current\Eunicy

= B EAC_drivelshachak! Students\Current\Funicy

akhstudentshourrentieunice,

(/| B8 Find and Replace...
Select By Attributes...

Switch Selection
Select All

Add Field...

Turn All Fields On
Show Field Aliases

KE HE odf

Arrange Tables

Restore Default Column Widths
Restore Default Field Order
Joins and Relates

Related Tables

||jj_|] Create Graph...

In the Create Graph Wizard window, change the graph type to Scatter Plot. Select
Blue_cut for theY field and IR_cut for the X field. Press Next > and then Press Finish.

Graph bype!
|25 Seatter Plat
Layer|Tabls:

Al Create Graph Wirard

’é cloud_table
¥ Field:

# field {optionaly:
% label Field:
Yertical axis:
Horizonkal axis:
[ add to legend

Colar:

Symbol properties

Height: ]

Sicatter Plot
add -

About graphs

Load Template

. Graph of ¢loud_table
BLUE_CUT -
R_CUT - :
8,000
<None > -
£ 7000
Lefe - 2
W' 8000
Bottom A
@ 5000
[ Show labels {marks) ’
Cotom v | |0
3,000
2,000
= Style: Rectangle - 1,000
0 T T T U f
6,000 7,000 8,000 9,000 10,000

IR_CUT

<tk e
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NOTE: It may take the computer more time to respond after each selection, due to
amount of points in the dataset.

Right click on the graph and select Properties...

Graph of cloud table (=]

Graph of cloud_table

BLUE_CUT

Press the Add button in the Graph properties window and select New Function.

Graph Properties of Graph of cloud_table =

Seiies | Appearance

Graph type:
|2+ Scatter Plt -~
LayeriTable:

[E cloud_able

Ll

¥ field: BLUE_CUIT -
# field (optional): R_CUT A
% label field: <None» -
wertical axis: Left -
Horizortal axis: Bottom -

[[laddtolegend [Tl Show labels {marks}

Color: Custom ~

Symbol properties

| Style: Rectangle -

Scatter Plob
i hdd
Il New Series ——
Cancel Apply
U Hew Function

Under the Series tab, select Scatter Plot as the source data and check the Show Lables. Press
OK.

274




Graph Properties of Graph of cloud_table ===

Function type:
[trend -

Data source (series):

scater plot ~
[/ id o aragh legend

Show labels (marks)

Line properties:

width: Style: Color:
Bt e

Scatter Flot p< | Trend x|

L Adi Y]

ok | [ caneel | [ ey

A trend-line and labels have been added to the plot. Right click on the graph and select
Advanced Properties...

Graph of cloud tabde =]

Graph of cloud_table

|||||

JBEEEEEES

In the Editong window, select Trend and the under the Mark tab, select the Style tab and change
the Style to X and Y values. Press Close.

® Editing -2

- FRST
4-5eries Trend - k& Fast Line: Trend
i+ Scatter Plok
L Trand Format | Marks
4 -Chart | Style |Arruws I Symbol I Margins I Format I Eorder I Text I Gradient | Shadow I Emboss | Picture|
i GEnera
> s Wisible [T Al Series Visible
> Titles
i Legend Skyle: ¥ and ¥ values A
- Panel
Drawm every: 1 [ Clipped
i~ Paging
> Walls [ rulti line
: 0 =
~Data fngle *I [C]Font Series Color
-~ fAnimations
- Themes Text Alian: Center -

On the graph should be two coordinate points. Record the left point values as the x; and y; (in
this example, x;=5785 and y;=9658) and the right point values as the x, and y; (in this example,
X2=10254 and y,=13811).
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Graph of cloud_table 5]

Graph of cloud_table
Trend

13,000

12,000 | — -

11,000
ERCEE]

9,000

-
=]
2
5

! 7,000

BLUE_CUT
=

8

5

5,000

4,000

3,000

2,000

1,000

o

6,000 6,500 7,000 7,500 8,000 500 3,000 8500 10000
IR_CUT

Create a graph and calculate the x3, yi1, X2 and y, for the Green_cut layer using the IR_cut layer.
Right click on the graph and select Properties...

Graph of cloud table =]
Graph of clowd_table [ozssi3g1.18
Trend
13,000

On the bottom of the Graph Properties window, select the Scatter Plot tab. Change the Y field
selection to Green_cut layer using the IR_cut layer. Press OK.
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Graph Properties of Graph of cloud_table @

Series | Appearance

Graph type:

|2 Scatter Plot -
Layer/Table:

[E cloud_table ]
¥ Field: [GREEW_CUT -
% Field (optional): IR_CUT -
% label field: <Mone = -
Wertical axis: Left -
Horizontal axis: Bottom -

[T add to legend [] Show labels (marks)

Swmbal properties

Height: 1

Scatter Plot x| Trend

pdd -

[ akK ][ Cancel ][ Apply ]

The Y axis graph has been updated to the green band. In this example, the y,=7782 and

y,=12342)

frngih of clioud tabe a
Graph of cloud_table

Trevd

-
s

X2 7™ X1
Select Spatial analyst Tools/Extraction/Raster Calculator in the Toolbox window.

= &P Spatial Analyst Tools
& Conditional
& Density
& Distance
& Edraction
&; Generalization
&; Groundwater
& Hydrology
& Interpolation
& Local
= &: Map Algebra
“\-Q Raster Calculator
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Use the following equation in the raster calculater: UW_Blue - Slope * ( IR_Ipf - Xy ).For this
example (slope blue: 0.93), this should be as follows:

., Raster Calculator El@
-
Map Algebra expression Raster Calculator
Layers and variables & Conditional & Builds and executes a
< Blue_cut Con £ single Map Algebra
Sarwn ANy IEEJI i exprssion usig Python
Crr_cut L Sertll syntax in a calculator-like
I b _Ipf sth interface.
Cpuw_green s
<>L|w_h|ua Exp
=L Cumtn i
“uw_blue” - (0,93 * { "lg_be_Ipf' - 5785 )
Outpuk raster
E:\C_drivelshachakiStudents\CurrentiEunice_Tettehlzhanaiblues_Ffix
oK ] [ Cancel ] [Envlrnnments.‘. ] [ << Hide Help l [ Toal Help

Repeat the calculation for the green band using the following equation:
UW_Green - Slope * ( IR_Ipf - X; ).For this example (slope blue: 1.02):

“(Q Raster Calculator EI@

- -

Map Algebra
expression

Map Algebra expression

- Conditional

m s

Layers and variables
The Map Algebra

<>hlue_Fix Con

7 Blue_cut B BB Pick expression you want to =
Crreen_cut E E E Sethull run

IR ot Math

ol b I E D abs The expression is

<> um_green e composed by specifying

O uw_blue o D o o the inputs, values,

operators, and tools to use
You can type in the
expression directly or use
the buttons and controls to
help you create it

4

“w_green” - { 1.02 * ( "l8_ba_lpf" - 5785 17|

Dutput raster

E:\C_drive|shachak|StudentsiCurrent|Eunice_TettehiGhanalgreen_fix » The Layers and
= variables list S
[s]'4 l I Cancel ] [Enwmnments.‘. ] [ << Hide Help I [ Tool Help

11.5 Applying the bathymetry algorithm
Select Spatial analyst Tools/Map Algebra/Raster Calculator in the Toolbox window.

- @ Spatial Analyst Tools
=& Conditional
- & Density
=& Distance
= & Extraction
+- & Generalization
- & Groundwater
= & Hydrology
=& [nterpolation
=& Local
=& Map Algebra

Zalculator
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In the Raster Calculator window, write the following command:

‘% Raster Calculator E@
Map Algebra expression Map Algebra
expression
Layers and variables = Conditional =

S II@ IBBI B[] Roes e

Ograen_ﬂx = Pick. expression you want to =

<>uw_graer| Sethull run.

<>b|uejx | Math

L uw_flue The expression is

- Abs .
> Blue_cut e composed by specifying
. “p .

> Green ot i o s the inputs, values,
operators, and tools to use.

Ln  "blue_fix" 3} Ln { "green_fix" ) You can typa: in the
expression directly or use
the buttons and controls to
help you create it

Output raster
E:\C_drive\shachakiStudents\Current\Eunice _Tetteh\GhanalBath_alg « The Layers and
e variables list i
[e]9 ] [ Cancel ] [Enwronments.” ] [ << Hide Help ] [ Tool Help

For visual inspection, zoom in to an area of interest (in shallow waters). Select the layer

properties

Table Of Contents
IRy 9.

Layers

= H
Valug
High :

Low

= O UwW_gred
Vahse
High :

Low

5 O UW_bhe

Wala

High :

Low

g 4

&

L

Capy
Ramove

Joins and Relates

Zoom To Layer

Zoom To Raster Resolution

Visible Scale Range
Data

Edit Features

Save As Layer Flle..

Create Layer Package, ..
—

[rt

Properties...

In the Layer properties window, select the Symbologytab and set the color ramp and Apply
Gamma Stretch: From Current Display Extentas follows. Press Apply.
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Layer Properties

| General | Source | Extent | Display| Symbology

Shaw: ~ ltretch values along a color ramp

Unique ¥alues
Classified

Stretched

Discrete Color
Calor Yalue Label Labeling

L1814 | High: 1.16149 |

105629 | Low : 1.05629 |

Display Background value: III BSE] |
[ use hilshade effect ] Display NoData as[_— |

Strekch
Type: |Standard Deviations b | Hiskaagrarms

n [ irwvert
[¥] apply Gamma Stretch:

[ [u]8 ][ Cancel ]I Apply I

Ey

In the Layer Properties window, select the Display tab and set theTransparency to 50%. Press
OK.

Layer Properties

| General || Source || E:-ctent| Dizplay | S_l,lmbolog_l,l|

[ shows Map Tips {uses primary display Field)
[ pisplay raster resolution in table of contents
[ allow interactive display For EFfects toolbar

Resample during display using:

|Nearest Meighbor (for discrete data) -

Orthorectification

Contrast:

o ljl % Crthorectification using elevation

Brightness: EI ¥a Constant elevation: |:|
Transparency: %, DEM |® J

Elevvation adjustment

il ]

Coarse Medium Mormal

Genid:

>

[ ak. l’ Cancel ]I| Apply I

Now, you can compare the algorithm results with the chart
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11.6 Vertical referencing and depth of extinction calculation

Note: This is the final step in the procedure and it requires manual work for calculating the gain
and offset for referencing the algorithm result to the chart datum. In addition, the effective depth
of the bathymetry (i.e., depth of extinction) is calculated.

Identify the units of the soundings and the shallow areas the correlate with depth soundings.In
this case, the soundings are in feet. In this example, the soundings are in feet and the shallow
areas are marked with light bl

Open an MS Excel. Set up a row of values corresponding to the depth interval. For this data set
the intervals are in 1 foot intervals.
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Select the Identify tool.

Click on a sounding in the shallow area

Iclertaly

Locatkcrs | 368,831,509 4,729, 375,965 Matars |
Fekd Vaba

Stratchad valun g

e

Copy the bathymetry value to 4 decimal places in the corresponding depth column in the excel
table.

A BN |
12 3

1.103585!

1
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Sample more soundings over shallow areas.Make sure that you have at least 6 samples per depth
value.

A
1 1
2 1.1236
3 1.13119
4 1.1423
5 1.1046
] 1.116
7 1.1155
8 1.1088
9 1.1082

After you finish the shallow depth, proceed to find deeper depth values for the soundings over
the deep algorithm results (in this case, over the dark blue areas). Typically 15 m is good in
murky waters (e.g., north Atlantic waters) and 30 m in clear water (e.g., Caribbean waters).

A B C D E F G H I J K L M N (o] P Q R

1 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 17 20 22
2 1.1236 1.1172 1.1238 1.1338 1.114 1.1143 1.1229 1.137 1.1245 1.1288 1.1289 1.1369 1.1303 1.1308 1.1333 1.131 1.1368 1.1386
3 1.1423 1.134 1.1263 1.1292 1.1263 1.1165 1.1245 1.1336 11226 1.1283 1.1339 11246 11334 11322 11294 1.138 1.1367 1.1379
4 1.1046 1.0993 11141 1.1265 1.1217 1.118 1.1254 1.1263 11322 1131 1.1236 1.1309 11324 1.132 1.1327 11321 1.1393 1.1358
5 1116 1.1232 1.1234 1.1258 1.1356 1.1239 1.1245 112 1.1294 1.1319 1122 1.1392 1.134 1.1334 1.1345 1.1381 1.1328 1.1345
6 1.1155 1.1215 1.1205 111 1.1214 1.1355 1.1052 1.1295 1.1208 1.1199 1.1222 1.132 1.1362 1.1359 1.1279 1.1327 1.1338
7 1.1088 1.1142 1.1079 1.1162 1.1309 1.1213 L12 1.1187 11322 11257 1.1265 1.134 11344 1.139 1.1268 1.1302 1.1339
8 1.1082 1.1081 1.126 1.1262 1.1205 1.1107 1.1166 1.1096 1131 1.1295 1.1321 1.1333 1.137 1.1355 1.1252 1.1336 1.1348
9 1.0966 1.1095 1.1183 1.1314 1.119 1.1263 1.1217 1.1223 1.1328 1.1382 1.135 1.1342 11331 1.1337 1.135 1.1357
10 1.1219 1.1159 1.134 1.1144 1.1215 1.1244 1.132 1.1295 1.1263 113 1.1371 1.1379 1.132 1.1338 1.139

11 1.1129 11 1.1107 1.1077 1.1216 1.1215 1.1294 1.1259 11277 11321 1.1073 11312 11378

12

In column A, click on the cell that is two rows below the last value. Type “=average(“ and mark
the cells you are interested to average.

L ]
1236] 1108
|
104339 1.1340 i
11088 10990 P
1. L160] 1.12
|
s8] L1 {
1. 00| 1.11 ]
11007 1.108] L1260
1.086&| i i
|
1.121%| 1.11 al
o luiasl La |
1 ERaGE |
14 imarniee 1
oo s Yl ) ol ]

Repeat this average calculation for the other columns. Make sure that all the average values are
in the same row.
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Select all the average values by left-clicking and marking them all.Right-click on the

area and selectCopy.

marked

s B c (] £ a H i 1 K L ) M
1 1 2 3 4 5 fi 7 ] 9 10 11 12 1 u
2| n13m L7 11238 11338 L4 LI L3239 1137 L1MS  LIME L1289 11389 11303 L130A
1 1.1423 1.134 1.132683 1.1292 1.1263 1.1165% 1.1245% 1.1336 1.1336 1.1783 11355 1.1246 1.1334 1.1322
4| L1046 L0993 11181 14285 L1M7 L1018 11354 10363 L1332 LAM L4296 11308 L13M  1am
5 LI16 L1232 10284 1029 L1386 LA 10345 L12 11384 LIBI0 L1323 14892 L1M LiiM
B 1.1158 L1318 11203 111 11314 1355 1. 0053 11295 1.1308 L1 11323 1133 L1362
7| Lioes Ll L1079 L1l&2 L1309 1213 111 L1187 L1322 L1357 L1265  LiM L1344
B| Li0A2 L1081 1136 14282 11205 L1007 L0066 11096 LA L1MS 1131 1133 1137
L} 10966 1.00ms 1.1181 11314 L1119 ek ] L1217 1.1233 1.1038 L13H3 1.135 1.1342 11331
10 L1219 L1159 1134 Lll4 L1S M4 1132 1129 11383 113 L1 1137 1132
i Liix S e TR y LS LU 14389 10277 108 LU L1312
:‘ B WS- A-WaE
14 111504° 113429  A0MAET 4 AR LAnatE i atatnis g 13143 112559 112777 L1391 L13954 113100 1133535 1.19330
< % cm -2
16 <4 Lewr
17 A% Paste

13

Paale §pacis

Select a data box that is below in Column Bthe data, right clickand select Paste Special.

18 100800 " 100"

14
15
16
17
18
19
20
21
21
Pl ]
&4

——

Calbi <11 <A A 8%+ T
BE -, A S |
ﬁ Euif
4y Copy

£ Paste |
Pavle Specl.,, |
Iniart Cagied Cgii
[etete

Clear Coglent

In the Paste Special window, select Values, and Transpose. Press OK.

"

Paste Special

=)

Paste

| Formats
() Comments

() Validation
Operation

@ Mone

) Add

() Subtract

[ skip blanks

(") All using Source theme

) All except borders

() Column widths

ormulas and number formats

() Walues and number formats

() Multiply
) Divide

All the average algorithm values will be pasted in one column.
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A B C
r ¥ F
13 L1150 11129 L1305
14
18
16 I 11]5uq!
17 111429
15 11206
] 1312212
20 112328
21 112121
22 112143
23 112588
24 112777
a5 11281
26 112954
27 113108
28 1.13253
) 113323
an 113433
31 115244
32 113512
EE] 113563
34 113778
35 113558
28 113738
a7 1.141

Select the depth values from the top row that contain the values of the depth soundings. Right
click.

Select Paste SpecialSelect the cell in Column A next to the top algorithm average value.

A B c
12| 111500 11129 11205
14

15

16 ) 111504
17 2l 111429
15 5| 11z0s
15 a] 112212
20 g] 112325
1 6] 112121
2z 7l 112143
23 gl 117559
24 ol 112777
25 10| 11ze1
26 11| 112954
27 12| 113103
28 13) 1.13253
25 14| 113323
30 15) 1.13433
31 17| 113284
32 20| 113512
33 22| 113553
34 25] 113773
35 27 1.13593
36 30y 113738
37 35| 1141
am

Note: In some cases it is not possible to get at constant intervals. This is okay, but you might not
be able to calculate the depth of extinction.
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Note: If the chart sounding are in meters, then skip three steps forward.

In order to covert your depths from feet to meters (i.e., 1 ft is 0.305 m), select the cell in Column
c next to the top algorithm average value and type “=C16*0.305” and press Enter on the

keyboard.

Note: C16 is the location of the top value of the depth soundings in this example. Make sure to

change the location to the top value location in your spread sheet.

e
16 11 1 lIBUll:;‘nI&"l‘l 305
17 2 111429

Repeat this step for the rest of the cells.

Select the values in Column A and Column B.

16 1 111504
a7 2 111479
1g 3 112085
19 4 112213
20 S 112325
21 & 1.124%1
22 7112143
28 a8 113553
24 a L13ITT?
25 i 11291
26 11 1.12954
27 12 113103
28 13 113253
29 14 115323
ao 15 11343
a1 17 113244
32 20 1135132
33 22 1.13563
34 25 1.13778
35 27 1.135%8
=13 30 1.1373%8
a7 a5 1141

0305
&L
0915
1220
1528
1830
2138
2440
2745
3050
3355
3660
3965
4270
4878
5188
6100
6710
7625
6235
8150

10.675

286




15

16 1 111804 O 305
ir 2 111439 ne1n
18 3 11205 0815
19 4 113213 1330
a0 5 113335 1535
i 6 113131 1830
rr T L1X143] 2155
23 8 1.12559 2440
kL 8 112777 T8
5 10 11391 3050
L] 11 112954 3,355
aF 13 113103 1660
i8 13 1.1332%3 3965
19 14 1.13323 4.270
an 15 113433 4578
i 17 113244 5.185
a2 0 1.13812 6100
a3 a2 1.13553] 6710
EL 45 113778 1615
a5 47 1.10898 B335
EL] 0 1.13738 2150
ar 1% 1143] 100675

Select the Insert tab, then Scatter, and select the Scatter with only Markers graph choice.

O @ A 2

Seatter| Oltver Hypeink Texd Heads

a7
= Hame Inuart Pape Layout Farmulay Data Review Wiew

B0 =™ e

PivotTabile Table Picture Clig  Shepes Smartdd  Cobums  Line Pl Bai hies

&rt Charts * Box & Fool
Tabben lliustrations Charty | Seatber |
T 1 *
B16 Wil g | 1.0989509030H0%1 | i |
A B c D E : G Ml % f (1" |
7 11026 L1x7 Lima 1.1263 L1429 | = “.ﬂ with onty Mt Lll:gr
B 1103 10961 11428 | | i '
q L113 Llaa
10 104975 11379 Us# i whien the walues are not in

w-ali prder or when they represent
sepaiale mesiudementi

‘ Compare pairs af values

11 1.1172 | | 4

" 1 AATT

The resulting graph will look similar to the following.

1 145

1135 - # - ®

# Series]

Note: Based on this plot we can see the depth of extinction is either 15 or 17 ft (around -5 m of
the chart datum). Typically, beyond this depth there is a change in angle and/or there is less
correlation between the sounding and the algorithm values.
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Select the linear section of the plot (up to the depth of extinction) using column B and column

C.

15
16 1§ 111504 0305
17 2§ 111429 0610
ig 3 11208 0515
19 4) 1.12213 1.220
an Sf 1,12335 1,535
21 a] 1.12121 1.B30
2 7] 112143 2135
23 af 1.12559 2440
24 ay 112777 2748
] 0] 11291 A.060
| 11§ 1.1239543 3.355
a7 13§ 1,13103 2660
a8 13 1.13253 2,965
a9 14) 1.13323 4.270
30 15 1.13433 4.575
1 17 113244 £.18%
3 20 1.13%12 G100
23 11353 6710

Select the Insert tab, then Scatter, and select the Scatter with only Markers graph choice.

Scatter

The new plot will appear similar to the following.

| 5.000

4500 +

4.000
3500

3.000 +
| 2500 1

°| 2.000

1500 +
1.000 1

0.500
0.000

111

#Seriesl

113 1135 114

Note: Make sure that the algorithm results are presented in the X-axis.

Right click the data points and select Add Trendline.
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S000 -

4500 + -
]
4000 + . |
L]
3500 -+ W
3000 + _‘l
2300 1 w # Series]
2000 + #
1500 4 | Delete
1000 1 W a7  Resetto Match Shyle
0500 n |
] Change Senes Chart Type.,
o vk L g P
111 118 112 B | Select Data..,
Add Dats Lapels [
Add Trendline..,
s A W Format Data Senes., r_

In the Format Trendline window under the Trendline Options tab, select Linear, Display
Equation on Chart, and Display R-squared value.

-

Format Trendline

=)

|' Trendline Dpths‘|
Line Color
Line Style
Shadow

Trendline Options
Trend/Regression Type

(C) Exponential

3 Linear

) Logarithmic

|| setntercent = 0.0

@) Polynomizl Order: |2
) Power
(0) Moving Average Feriod: |2
Trendline Name
@ Automatic : Linear (Series1)
) Custom:
Forecast
Eorward: (0.0 periods
Backward: 0.0 periods H
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The chart now displays an equation that contains the gain and offset values that will be used to
reference the algorithm result. Also, a correlation value (R?) that evaluate the correlation
between the scatter plot to a linear line (i.e., an ideal result will be very close is to 1.0).

4 500 * y= 208 63x- 232.35
* - -

: F¥=05416
4,000 o 3416
3,500 x

W

L il
2500 s o Seriesd
2 000 . A —— Linear [Sened )

*
1. 500 )
= L
1.000 %
0.500 *
w
0O
1 1115 112 125 113 1135 4

Note: The linear trend equation is in the form of y = ax + b, where a is the gain with a value of
208.63 and bis the offset with a valueof -232.35 to reference the algorithm result to the chart
datum in meters.

Back inArcMap, select Spatial Analyst Tools/Map Algebra/Raster Calculator in the
ArcToolbox.

=@ Spatial Analyst Tools
=& Conditional
- & Density
& Distance
=& Exfraction
+- & Generalization
= & Groundwater
= & Hydrology
=& Interpolation
+- & Local
=& Map Algebra

Raster Calculator

Y

In the Raster Calculator window, type the following equation base on the Gain (a) and offset
(b) values you calculated in MS Excel.Press OK.
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N\ Raster Calculator

Map Algebra expression

Layers and variables

1%

Conditional ~

{Bath_alg @ E] E o 1
<> 13279_1.kF . :ITN I
S o LG L) LI e
Quu e [ () e
et

Qoo v [ o IR v
e s — Fwn —
"Bath_alg" * 208,63 - 232,35
Oubput raster
|G:W,Satellite_Derived_bathymetry'l,Bath_MLLW_m | El
[al'4 ] [ Zancel l ’Environments... l l Show Help == l

11.8 Post processing
11.8.1 Subsetting the LANDSAT 8 satellite-derived bathymetry

Remove the intertidal bathymetry and optically-deep bathymetry (deeper than the extinction
depth), by selecting Spatial analyst Tools/Conditional/Set Nullin the Toolbox window.

=& Spatial Analyst Tools
=& Conditional

Fill the Set Null window as follows and press OK. Make sure that the depth of extinction value
measured from the MS Excel scatter plot (15 ft or 4.75 m) in the expression.

N Set Null

Input conditional raster

|Bath_MLLW_mm id @

Expression {optional)

| "walue" = 5,75 | @

Input False rasker or constant value

|Bath_LLW_m ~ &
Oubput raster
|G:W,Satellite_Derived_bathymetry'l,bath_m_l | El

ok ] [ Zancel ] [Environments... ] [ Show Help == ]
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Similarly, select again Spatial analyst Tools/Conditional/Set Nullfrom the Toolbox window
and fill the following expression to remove the intertidal zone.

A\ Set Null EIBX
Input conditional rasker
| bath_rm_1 ﬂ @

Expression {optional)

| "walug" <0 | @

Input False rasker or constant value

|bath_m_1 ﬂ g
Output rasker
|G:W,Satellite_Derived_bathymetry'l,bath_m_z | El

I Ok, ] [ Cancel ] ’Environments... ] l Show Help == ]

For visual inspection, zoom in to an area of interest (in shallow waters). Select the layer
properties

lngh' 1113 ® | Remove

Low : -29.11

Jains and Relstas k
= [ Bath_alg ¥l “oom To Layer
Valug
B High L6470 4l Foom To Raster Resoltion
Vishlke Scale Range ’
Lo 0L974] |
bata b
# B 13279 1.4 Edit Featres '
= [1 LW _green | Save As Laver File,,.
Walug
¢ Creste L Pack &
High : 63.2% ™= r ayer Package
l|2|" Properties... 'I

In the Layer properties window, select the Symbologytab and set the color ramp and Apply
Gamma Stretch: From Current Display Extent as follows. Press Apply.
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Layer Properties

| General | Source | Estent | Display | Symbology

Shiow: stretch values along a color ramp
Unique Yalues

lassified
Strekched
Discrete Caolor

-~

Colar Walue Label Labeling

S.74605 | High ; 5.74605 |

0.00233458 | Low : 0,00233459 |

EAn) I

[Jpisplay Background value: I:I asD L
[use hilshade effect 1] Display NoData s ||

Strekch
Type: |Standard Deviations v| [ Histograms ]

D Invvert

2
I k. ][ Cancel ]I_&pply I

[l

In the Layer Properties window, select the Display tab and set theTransparency to 50%. Press
OK.
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Layer Properties

| General || Source || E:-:tentl Dizplay | Symbu:ulugy|

[C]5how Map Tips fuses primary display Fieldy:

[ isplay raster resolution in table of contents
[ allcws interactive display for Effects toolbar

Resample during display using:

|Nearest Meighbor (For discrete data)

b

Conkrast:

Crthorectification

Ijl o Crthorectification using elevation
Brightness: Ij| i Constant elesvation: D
Transparency: o, DEM |$haﬂ’| _— j Eﬁ‘
. ! Elewvation adjuskment
Coarse Medium Mormal i
1 S S I O S o0 ||j ZDFFEE'Z: I:l
Gaeaid;
l F, JI Cancel Apply

It is now possible to identify any changes between the satellite-derived bathymetry and the chart.

3 x I | i BT

1; ESSEX BAY 1 ;ﬂ. { R T
g ' iy L) i =
B | acr e ‘ﬁ et £ sr,-._ll"c
[ L S e B

11.8.2 Exporting the bathymetry
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Select Conversion Tools/From Raster/Raster to ASCIlIfrom the Toolbox window.

T —
mﬁll']l"."lt:ﬂ'll ﬁ
o 0 30 Analyst Took
W .N\ulr—h Tools
v ‘l.qlu]:.qiw Toals
= @ Corvervion Took
o B From KL
- W From Rastiv
A
Faster o Flost
Ragtor o Poink
Fastmr o Polygon
. Rastar 0 Polying
Rasher To Yideo

(I T T Y

In the Raster to ASCII window, select the clean bathymetry fileand select the name of the
output file.

N\ Raster to ASCII

Input raster

|bath_m_2 ﬂ @
Qukput ASCIT raster file

|G:'l,SateIIite_Derived_bathymetry'l,.ﬂ.scii_grid..TXT | El L3

l [al'4 ] [ Zancel l ’Environments... l l Show Help ==

The outfile will be structure as an ASCII grid file

€ UltraEdit-32 - G:\Satellite_Derived_bathyme

Eile Edit Search Propct Yew Format Column Maoro  ddssnc
JECH g4 23 BB ak
F G:\Satellite_Derived_bathymetry\ascii_grid.

T T T T T
1l ncola 2940

2 nrowvs 2048

3 xllcorner 219%521.28

4 yllocorner 456A200.25

Eo=llsize 28.5

6 NODATA walu= -9583

7 -1.0IND —-1.8IND -1.FIND -1.8IND -1.§IND -1.8IND
- —1.WIND —1.MIND -1.§IND -1.§IND -1.§IND -1.§IND
- —1.WIND -1, MINDI -1.WIND -1.0IND -1.0WIND -1.MIND
- -1.0WIND -1, MIND -1.WIND -L.0IND -1.0IND -1.WMIND
. -1.0IND -1.WIND -1.§IND -1.#IND -1.8IND -1.WIND
. =1.fIND -1.HIND -1.WIND -1.8IND -1.§IND -1.RIND
. =1.#IND -1,.#IND -1,#IND -1.§IND -1.§IND -1.#IND
. =L.#IND =1.¥IND -1.RIND -1.§IND -1.§IND -1.RIND -
. =1.#IND =1.¥IND =1.#IMND =1.8IND =1.4IND =1.%IND -
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Appendix A — Referencing a scanned chart

Note: Make sure to acquire copyright permission from the hydrographic organization that
produced the chart before scanning a chart.

Scan your chart and save it to your computer

Open ArcMap.

Load the scanned chart image to ArcMap by selecting the Add Data...icon.
&

Navigate to your directory and select the chart in the Add Data window and select Addbutton.

Add Data
Look in: |@ Home - Satelite_Derived_bathy | D EE By Bl G
Mame Type -
##bath_clean Faster Dataset
#bath_m_1 Faster Dataset
#bath_m_2 Faster Dataset
#ibath_mllw_m Faster Dataset
#Eblue_Lw Faster Dataset
EEE Faster Dataset
| IKHO 332190 Raster Dataset
##Euw_blue Faster Dataset
ﬁuw_green Faster Dataset —
b
Mamne: | LKHOD_3321.jpg T
Show of Eype: |Datasets and Layers W | [ Zancel ]

You will be asked to create pyramids. Press Yes.
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Create pyramids for UKHO_3321.jpg (13... E|

Thiz raster data source does not have puramids. Poramids allow for rapid display at
warying resolutions.

Pyramid building may take a few moments.
‘Wwhould you like to create ppramids?

Mo ] [ LCancel

[ ]Use my choice and do not show this dialog in the: future.

You will also receive anUnknown Spatial Reference warning that this image is not referenced.

Confirm this message by pressing on OK.

A Unknown Spatial Reference :rz|

The following data sources you added are missing spatial reference
information. Thiz data can be drawn in Archap, but cannot be projected:

LUKHO_3321.jpg

Your chart is now loaded into ArcMap

e LSRR e »
-
L 3 5500 55 L [

D R

Select the Zoom In(magnify) icon
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Zoom in to location that the longitude and latitude gratucules intersect

LZEE SRR WGS84

4" W

Erigusipty Adarioe Fovmmzal
e i P

:

Select Data Management Tools/Projections and Transformations/Raster/Warpin the
Toolbox window.

= @ Data Management Tools
+ By Data Comparison
+ W Datahase
+ & Disfributed Geodatabase
+ & Domains
+ B Feature Class
v & Featres
+ E Figlds
+ & File Geadatsbase
v & Genaral
¥ B Gereralization
v & Graph
v & Indexes
+ B birs
¥ & Layers and Table Views
# & Package
= & Projections and Transformations
+ & Featura
= & Raster
“. Elip
“., Mirror
#., Project Raster
“\, Rescale
“., Rotate
“., Shift
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Load the input raster (i.e., the scanned chart) as Input Raster in the Warp window. Note the
horizontal reference system used for the chart (in this example, WGS-84).

S=1ES

Input Rasker
| GiSatelite_Derived_bathymetry\UKHO_3321.jog | @l

% Source Control Points
% Coordinate W Coordinate

[ =[x |+ | |

@ Target Contral Points
# Cootdinate ¥ Coordinate

COutput Raster Dataset
| C:ADocuments and Settingsishachakity DocumentstarcaIsDefault, gdb\UKHO_3321 _wad| |

Transformation Tyvpe {optional)

| PoLvoRDERT

Resampling Techinque (optional)
| HEAREST

Bl E|® | = | |+ |

’ Ok ] ’ Cancel ] [Environments... ] [ Show Help == ]

From the main view in ArcMap, start logging in the locations of the graticule intersection and the
image position. In this example the source control points are X: and Y: and the Target Control
points are X:4.833° and Y: 5.5° (long. 4°50” and lat.5°30").

SONAM

LT

GASFIELD

ll.m_: AN B8 Liniewa urels l
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Type in the coordinates into the Warp window. Collect more points around the chart

[ i
Ve CEK
Irpadt Ramter
Gy atally_Dareewr bssbbrorestry UHO X0 g lL."
Zourre Control iy
E Ciriinaby 1 Conithiile
129021 R0 A5 +|
x|
Targel Lontral Poxits
& Cporcinate ¥ Condhnate
L. k8] +
x|
Qi Frtey Dutred 2
Girmarents aned Settingglshachekd My Corurant A T TiDsb sl GalbAURHD TLE ] W =l
Tiprafigenation T ppe (ipuonal i
POLRRGER | -
Eurranpling Tedhangie Loomionali
HERREST o
o [ coes | [Emvonimns | [ Sonbeess |

Note: Make sure to collect at least four points around the chart for a good referencing. Also
make sure that the order of the target and source control points match.

After you have sampled the control points, make sure that the Transformation Type:
POLYORDER1 and press OK in the Warp window.
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ook Basies

x| Satuts_Dertvad_bathyrstrAUCH0_TT] g d-l
Sourc Control Painks
% Coordinishs ¥ Coordnse
1299 23 -E260. BE
1245 189 -9644, 950 ﬂ
1252300 866, 715 % |
75, |51 -BR6, 17 :
[HETET R4
1T 3600 67F ll
152 1641, 295 J
+
Target, Control Foets
A Coordnate ¥ Coqranata
[+
]
i
4
enipedt Bxfes Dateser.
x| Dacummnts ane Setingu thachatiFy Docrment s Arc 1T Oulau. poblLHO_X027_WH d-l
Tranuforration Typa | optora) T
POLYDRDER] w
Aesaraphong Techige [optosel
FESREST -
Ii = i. Carcsi | | Emronesnta... | [ show teip =

The warped image is now referenced to the horizontal reference system of the chart

(== 45 I U U

Fiki e
(T | e
— L

L -

Cowrffanl | feifire

The last step is to define the reference system.Select Data Management Tools/Projections and
Transformations/Define Projection in the Toolbox window.
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Load the warped image into the Define Projection window and press the Select Reference

Properties.

A\ Define Projection

Input Dataset or Feature Class

+ I Daty Maragamaent Took

& B Cata Comgarson
# B Cutabase
+ Bp Duiriuied Geodatabase
B Domvadng
w B Pasre Class
v B Faatires
w B Fieids
+ B Fiie Geodlalabass
v B GEneral
v B Generalzabon
¥ B Graph
» B Indamses
# ‘p loins
# B Layers and Tabk Views
o B Packane
= B Projections and Transformations
+ B Feansa
& B Raster
#, Correar] CoOrinae Molahon
#, Craas Cusaom Geographic Tra
#,, Craws Spahal Referencs
[ 1= [ Frojection
i B R aster

EOX

[ KHO_3321_\Wad
Coordinate System

S -

| Unknown

= .

[ QK

] [ Cancel

] [Environments... ] [ Show Help == ]

Press the Select... button in the Select Reference Propertieswindow. In this example the

reference system was Geographic Coordinate System/World/WGS84.prj.
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Spatial Reference Properties

¥¥ Coordinate System | Z Coordinate System

Mame: | Unknown |

Details:

Select a predefined coordinate system,

Import a coordinate system and ¥, Z and M

domains from an existing geodataset (e.q.,

feature dataset, feature class, raster),

Create a new coordinate system,

Edit the properties of the currenthy selected
coordinate system,

Sets the coordinate system to Unknown,

Save the coordinate system to a
Files.

After selecting a reference system, press OK.

tial Reference Properties

¥¥ Coordinate System |z Coordinate Systerm

Hame: | GCS_WGS_1984 |

Dietails:

Angular Unit: Degree (0,017453292519943295)
Prime Meridian: Greenwich {0,000000000000000000)
Daturn: D_WiE5_1984
Spheroid: WiES_1954
Semimajor Axis: 6378137, 000000000000000000
Semiminor Axis: 6356752,314245173300000000
Inwerse Flattening: 298, 257223563000030000

Select a predefined coordinate system,

Import a coordinate system and %Y, Z and M
domains from an existing geodataset {e.q.,
feature dataset, feature class, raster),

Create a new coordinate syskem.

Edit the properties of the currently selected
coardinate syskem,

Sets the coordinate system ta Unknown.

Save the coordinate system to a
File.

I O ]I[ Cancel H apply

Finally, press OK in the Define Projection window.
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\ Define Projection

Input Dataset or Feature Class
[UKHO_3321_wa4 &
Coordinate System

| GCS_WiGS_1984 | L
I ife I[ Zancel l ’Environments... l l Show Help == l
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Annexes

Annex A Additional Resources
Multibeam Data

Baltic Sea Bathymetry Database
http://data.bshc.pro

Earthref.org Seamount Catalog
http://earthref.org/SC

European Marine Observation and Data Network
http://www.emodnet-hydrography.eu/

Geoscience Australia
http://www.ga.gov.au/index.html

University of Hawaii
http://www.soest.hawaii.edu/HMRG/Multibeam/index.php

Japan Agency for Marine-Earth Science and Technology (JAMSTEC):
http://www.godac.jamstec.go.jp/darwin/e

Lamont Doherty Earth Observatory Marine Geoscience Data System
http://www.marine-geo.org/portals/gmrt/

National Geophysical Data Center (NGDC)
http://www.ngdc.noaa.gov/mga/bathymetry/multibeam.html

Center for Coastal & Ocean Mapping, Joint Hydrographic Center, University of New
Hampshire
http://ccom.unh.edu/theme/law-sea

Submarine Arctic Science Program (SCICEX) data
http://nsidc.org/scicex/data_inventory.html

Stockholm University Oden Mapping Data Repository
http://oden.geo.su.se
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http://data.bshc.pro/
http://earthref.org/SC
http://www.emodnet-hydrography.eu/
http://www.ga.gov.au/index.html
http://www.soest.hawaii.edu/HMRG/Multibeam/index.php
http://www.godac.jamstec.go.jp/darwin/e
http://www.marine-geo.org/portals/gmrt/
http://www.ngdc.noaa.gov/mgg/bathymetry/multibeam.html
http://ccom.unh.edu/theme/law-sea
http://nsidc.org/scicex/data_inventory.html
http://oden.geo.su.se/

Bathymetry Models

Altimetric Bathymetry Grid (Smith and Sandwell, 1997)
http://topex.ucsd.edu/WWW _html/mar_topo.html

GEBCO_08 Bathymetry Grid
http://www.gebco.net

International Bathymetric Chart of the Southern Ocean (IBCSO)
http://www.ibcso.org/data.html

International Bathymetric Chart of the Arctic Ocean (IBCAOQO)
http://www.ngdc.noaa.gov/mgg/bathymetry/arctic/

SRTM30 _Plus
http://topex.ucsd.edu/WWW html/srtm30 plus.html
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Annex B Glossary
S-44 Terms

The following has been extracted from "IHO Publication S-44 Standards for Hydrographic
Surveys™ and edited for context.

Note: The terms defined below are those that are most relevant to this publication. A much
larger selection of terms are defined in IHO Publication S-32 (Hydrographic Dictionary) and this
should be consulted if the required term is not listed here. S-32 is available as an on-line Wiki
at: http://hd.iho.int/en/index.php/Main_Page.

Accuracy: The extent to which a measured or enumerated value agrees with the assumed or
accepted value (see: uncertainty, error).

Bathymetric Model: A digital representation of the topography (bathymetry) of the sea floor by
coordinates and depths.

Blunder: The result of carelessness or a mistake; may be detected through repetition of the
measurement.

Confidence interval: See uncertainty.

Confidence level: The probability that the true value of a measurement will lie within the
specified uncertainty from the measured value. It must be noted that confidence levels (e.g.
95%) depend on the assumed statistical distribution of the data and are calculated differently for
1 Dimensional (1D) and 2 Dimensional (2D) quantities. In the context of this standard, which
assumes Normal distribution of error, the 95% confidence level for 1D quantities (e.g. depth) is
defined as 1.96 x sigma and the 95% confidence level for 2D quantities (e.g. position) is defined
as 2.45 x sigma.

Correction: A quantity which is applied to an observation or function thereof, to diminish or
minimize the effects of errors and obtain an improved value of the observation or function. It is
also applied to reduce an observation to some arbitrary standard. The correction corresponding to
a given error is of the same magnitude as the computed error but of opposite sign.

Error: The difference between an observed or computed value of a quantity and the true value
of that quantity. (N.B. The true value can never be known, therefore the true error can never be
known. It is legitimate to talk about error sources, but the values obtained from what has become
known as an error budget, and from an analysis of residuals, are uncertainty estimates, not errors.
See uncertainty.)

Metadata: Information describing characteristics of data, e.g. the uncertainty of survey data.
ISO definition: Data (describing) about a data set and usage aspect of it. Metadata is data
implicitly attached to a collection of data. Examples of metadata include overall quality, data set
title, source, positional uncertainty and copyright.
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Quality assurance: All those planned and systematic actions necessary to provide adequate
confidence that a product or a service will satisfy given requirements for quality.

Quality control: All procedures which ensure that the product meets certain standards and
specifications.

Reduced depths: Observed depths including all corrections related to the survey and post
processing and reduction to the used vertical datum.

Sounding datum: The vertical datum to which the soundings on a hydrographic survey are
reduced. Also called ‘datum’ for sounding reduction.

Total horizontal uncertainty (THU): The component of total propagated uncertainty (TPU)
calculated in the horizontal plane. Although THU is quoted as a single figure, THU is a 2D
quantity. The assumption has been made that the uncertainty is isotropic (i.e. there is negligible
correlation between errors in latitude and longitude). This makes a Normal distribution
circularly symmetric allowing a single number to describe the radial distribution of errors about
the true value.

Total propagated uncertainty (TPU): the result of uncertainty propagation, when all
contributing measurement uncertainties, both random and systematic, have been included in the
propagation. Uncertainty propagation combines the effects of measurement uncertainties from
several sources upon the uncertainties of derived or calculated parameters.

Total vertical uncertainty (TVU): The component of total propagated uncertainty (TPU)
calculated in the vertical dimension. TVU is a 1D quantity.

Uncertainty: The interval (about a given value) that will contain the true value of the
measurement at a specific confidence level. The confidence level of the interval and the assumed
statistical distribution of errors must also be quoted. In the context of this standard the terms
uncertainty and confidence interval are equivalent.

Uncertainty Surface: A model, typically grid based, which describes the depth uncertainty of
the product of a survey over a contiguous area of the skin of the earth. The uncertainty surface
should retain sufficient metadata to describe unambiguously the nature of the uncertainty being
described.
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Annex C

ASCII

BAG
BODC

CHM
CHS
CIOH
CIRES

DEM
DHN
DOC
DTM

E
F

G
GEBCO
GEODAS
GGC

GIS
GMT
GPS

H
HIPS

I
IBCAO
IHB
IHO
10C

J
JAMSTEC
JODC

Acronyms and Abbreviations

American Standard Code for Information Interchange

Bathymetry Attributed Grid
British Oceanographic Data Centre (UK)

Center of Hydrography and Navigation

Canadian Hydrographic Service

Centro de Investigaciones Oceanograficas e Hidrograficas (Columbia)
Cooperative Institute for Research in Environmental Sciences (USA)

Digital Elevation Model

Directoria de Hidrografia e Navegacao (Brazil)
Department of Commerce (USA)

Digital Topographic Model

General Bathymetric Chart of the Oceans
Geophysical Data System

GEBCO Guiding Committee

Geographic Information System

Generic Mapping Tools

Global Positioning System

Hydrographic Information Processing System

International Bathymetric Chart of the Arctic Ocean
International Hydrographic Bureau (Monaco)
International Hydrographic Organization (Monaco)
Intergovernmental Oceanographic Commission

Japan Agency for Marine-Earth Science and Technology (Japan)
Japan Oceanographic Data Centre (Japan)
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MBES

N

NERC
NESDIS
NGDC
NOAA
NOC
NRL

O
0OGC

P

Q

R
RAS
RIV

S
SCICEX
SHOM
SOEST
SRTM

T
TAR
TIN

U

UNH
URL
UTM

\%

kilometer

Lamont-Doherty Earth Observatory

meter
Multi-beam echo sounder

Natural Environment Research Council (UK)

National Environmental Satellite, Data, and Information Service
National Geophysical Data Center (USA)

National Oceanic and Atmospheric Administration (USA)
National Oceanography Centre (UK)

Naval Research Laboratory

Open Geospatial Consortium

Russian Academy of Sciences (RUSSIA)
Research Vessel

Submarine Arctic Science Program

Service Hydrographique et Oceanographique del la Marine (France)
School of Ocean and Earth Science and Technology (USA)

Shuttle Radar Topography Mission

Tape Archive software utility
Triangular Irregular Networks

University of New Hampshire (USA)
Universal Resource Locator
Universal Transverse Mercator
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WWW World Wide Web
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